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The high rate of ion flux and selectivity of potassium channels has been attributed to the conformation and
dynamics of the ions in the filter which connects the channel cavity and the extracellular environment. The
cavity serves as the reservoir for potassium ions diffusing from the intracellular medium. The cavity is believed
to decrease the dielectric barrier for the ions to enter the filter. We study here the equilibrium and dynamic
properties of potassium ions entering the water-filled cavity of a KcsA channel model. Atomistic molecular
dynamics simulations that are supplemented by electrostatic calculations reveal the important role of water
molecules and the partially charged protein helices at the bottom of the cavity in overcoming the energy barrier
and stabilizing the potassium ion in the cavity. We further show that the average time for a potassium ion to
enter the cavity is much shorter than the conduction rate of a potassium passing through the filter, and this time
duration is insensitive over a wide range of the membrane potential. The conclusions drawn from the study of the
channel model are applicable in generalized contexts, including the entry of ions in artificial ion channels and
other confined geometries.
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I. INTRODUCTION

Ion transportation through pores in membranes is a crucial
process in cell biology [1]. The regulation of ion passage is
realized by ion channels, the fundamental excitable elements in
the membranes of excitable cells [2]. Specifically, potassium
ion channels represent an important class of ion channels,
and they are responsible for maintaining a membrane voltage
gradient of excitable cells to realize various biological func-
tions, such as driving the production of Adenosine triphosphate
in mitochondria and transmitting electric signals [2,3]. The
most striking properties of potassium ion channels include the
high rate of ion flux at the order of 107–108 ions per second
approaching the theoretical limit of unrestricted diffusion and
the remarkable selectivity for potassium ions to pass about
1000 times more readily than for sodium ions [3]. One key
question about potassium ion channels is how they are able
to achieve such a fast throughput rate while maintaining
strong selectivity for potassium over sodium ions [4,5]. An
understanding of this question facilitates the design of smart
nanoscaled artificial channels that can ultimately lead to the
development of molecular and nanosensing devices [1,6–8].

The progress in the structural characterization of KcsA
channel from Streptomyces lividans provides us the oppor-
tunity to understand this open question [9,10]. Extensive
theoretical work follows, including the continuum electrostatic
model [11,12], the Brownian dynamics simulations [13], and
Poisson-Nernst-Planck calculations [14]. A KcsA potassium
ion channel consists of a water-filled cavity and a filter
that is made of four identical twisted subunits spanning the
membrane, with the wide end of the channel facing the
extracellular space, as shown in Fig. 1. The fast throughput rate
has been attributed to several factors, including the repulsion
between potassium ions in the selectivity filter [9,15], the
energetic balance of two possible ion configurations [16,17]
and the ion-dependent conformational change within the
selectivity filter [18].

All the above explanations for the fast ion flux rate in
potassium ion channels are related to the ions in the filter.

A filter connects the channel cavity and the extracellular
environment; the potassium ions in the cavity serve as the
reservoir. It seems that there are sufficient potassium ions
inside the cell, where its concentration is greater than 100 mM
[10]. Potassium ions keep diffusing to the cavity from the
intracellular side as the ions already in the filter are pushed
to the extracellular side. It is natural to ask if the flux rate
of ions entering the cavity can catch the speed of outflux
at the extracellular side of the selectivity filter. A very
recent atomistic simulation shows that trapped ions in the
cavity will wait for a few microseconds before permeating
through the filter to the extracellular side for the voltage-gated
potassium ion channels Kv1.2-2.1 in some range of membrane
potential, indicating that the influx rate of ions to the cavity
is faster than the outflux rate to the extracellular side for
these specific potassium ions [19]. A general understanding
to this problem without considering the atomic details of
the channel structure is of biomimetic significance for the
design of artificial channels. To address this problem, we study
the equilibrium and dynamic properties of potassium ions
confined in the water-filled cavity of an open KcsA channel
model using atomistic molecular dynamics (MD) simulation
method complemented by arguments based on electrostatics.

The process of an ion entering the cavity of a potassium
ion channel is highly involved; several factors are delicately
influencing the whole process, including the ion concentration,
the hydration of ions, the charge distribution in membrane pro-
teins, and the voltage-sensing domain [19]. However, extensive
studies have shown that various features of ion channels have
an electrostatic origin. Specifically, the permeation, selectivity,
and gating of ion channels can be largely understood by
electrostatics [20]. In light of the significance of electrostatics
in ion channel systems, we first resort to a pure electrostatic
calculation about the energetics of a single K+ ion in the
cavity of a KcsA channel to understand the entry of ions to the
cavity. Our calculations based on a simplified KcsA channel
model show that the optimal position of the ion is at the center
of the channel, and the energy minimum is relatively broad.
These features are consistent with a more detailed and thus
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FIG. 1. (Color online) Schematic plot of a KcsA channel in a
cell membrane. A potassium ion is stabilized in the water-filled cavity
partly due to the oriented helices pointing their partial negative charge
(carboxyl end, red) towards the cavity. The picture is excerpted from
Ref. [9] with modifications. Reprinted with permission from AAAS.

more expensive calculation, where the channel is represented
in full atomic detail with all explicit partial charges [19,21].
This consistency implies the effectiveness of pure electrostatic
analysis, despite the biological complexity of the system. In
addition, by comparison with the results from atomistic MD
simulations, we identify the crucial role played by both the
partially charged protein helices at the bottom of the cavity
and the water molecules in the cavity in reducing the entry
barrier of ions and their stabilization in the water-filled cavity.
Finally, we show that the average time τ for a potassium ion
to enter the cavity is much shorter than the conduction rate of
a potassium ion passing through the filter, and the value of τ

is insensitive over a wide range of the membrane potential.

II. ATOMISTIC MD SIMULATION METHODOLOGY

Considering its fourfold rotational symmetry, we model the
cavity shape of a KcsA channel as a square cylinder (see Fig. 2).
The side length of the square cross section is 1 nm and its length
is 2 nm for the cavity. This oversimplified shape captures the
length scale and the symmetry of the KcsA channel and can be
generalized to other ion channels at the price of sacrificing the
molecular details of the KcsA channel. Four negative charges
q are placed at the bottom of the cavity, mimicking the four
partially charged helices in the KcsA channel [21]. We set qa =
−0.75|e| (or −|e|). The simulation box is first filled with about
500 water molecules. Then 9 water molecules are replaced with
9 K+ ions and another 6 water molecules with 6 Cl− ions, all
located outside the cavity. Therefore, the system is charge
neutral. The concentration of K+ ions is around 1 mol/L.

Classical MD simulations are performed using the package
GROMACS (version 4.5.5) [22]. The atomistic OPLS-AA force
field [23] is employed, in combination with the SPC/E water
model [24] whose geometry is constrained using the SETTLE

algorithm [25]. Note that in the atomistic MD simulation
where water molecules are treated explicitly, the screening
effect associated with water molecules has been included

FIG. 2. (Color online) (a) Schematic representation of the loca-
tion of our simulation box (the left larger blue box) in the KcsA
channel. (b) Side view of the simulation box in the last frame of a
simulation, where K+ and Cl− are highlighted in blue and green,
respectively. The cavity is composed of two parts: the negatively
charged bead (−0.75|e| per bead) in yellow and the gray wall beads
to mimic the cavity wall. Some cavity beads are removed for the
display of the waters and the K+ distributed inside the cavity. (c) Top
view of the cavity.

that is distinct from the image charge effect in continuum
electrostatics. The length scale of the simulation box is
2.8 × 2.8 × 4.2 nm3 (X × Y × Z) according to the size of the
KcsA channel. The wall of the cavity is composed of two parts,
as illustrated in Fig. 2. To depict the hydrophobic interior of
cell membranes, the wall beads in gray are introduced, each of
which is represented by a neutral hydrocarbon atom possessing
Lennard-Jones 12-6 interaction with waters and ions. Charged
beads in yellow are utilized to mimic the charged groups on
proteins embedded in the KcsA channel. Two implicit wall
potentials in Lennard-Jones 10-4 form [22] are introduced at
the top and the bottom of the simulation cell to prevent the
escape of waters and ions. All the wall beads are kept frozen
throughout the simulations.

The energy of the constructed system is first minimized
via the steepest descent algorithm. In production runs, the
two-dimensional (2D) periodic boundary condition (PBC) is
employed in the X-Y plane. The electrostatic interactions are
calculated using the smooth particle mesh Edward (PME)
method [26,27] with a direct space cutoff of 1.2 nm and a
Fourier grid spacing of 0.12 nm. Note that even though the
reciprocal summation of the Edward algorithm is performed
in 3D, a dipolar correction term [28] is utilized for a pseudo-2D
summation. Moreover, a void region of zvoid = 4.2 nm is
introduced in the Z dimension to reduce the artifacts in Edward
summation from the unwanted third dimension, which results
in the overall length in Z dimension of 8.4 nm. Lennard-Jones
interactions and forces are cut at 1.2 nm with the long-range
dispersion corrections to the potential energy and the pressure
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applied. The MD integration time step of 2 fs is employed
with all the covalent bond lengths constrained via the LINCS

algorithm [29]. The canonical ensemble (constant number of
particles, temperature, and volume, NT V ) is employed, with
the temperatures of waters and ions being separately scaled via
the Nosé-Hoover thermostat (reference temperature 298 K,
characteristic time τ = 0.5 ps). Each of the simulations is
performed for a duration of 10 ns.

III. RESULTS AND DISCUSSION

The importance of electrostatics in analyzing the behaviors
of ion channels in solutions has been extensively reported
[21,30,31]. We first resort to a pure electrostatic calculation
about the energetics of a single K+ ion entering the cavity of
a KcsA channel. The entry of potassium ions to the cavity is
impeded by the high contrast of the dielectric constant of water
and that of the lipid membrane; the dielectric constant of a lipid
membrane is only 1–2, in contrast to that of water, as high as
80 at room temperature. Consequently, polarized charges are
induced in the interface of water and the lipid membrane.

In order to calculate the electrostatic energy associated with
the image charge effect, we treat the water-filled cavity as a
rigid geometry neglecting the fluctuation in the functionally
important regions of the channel structure in the process of
an ion entering the cavity, as disclosed in MD simulations of
an atomistic model of the KcsA potassium ion channel [32].
According to the fourfold symmetry of the KcsA channel, we
model the cavity as a square cylinder whose cross section is a
square of side length 1 nm [Fig. 2(c)]. The dielectric constants
inside (where the water molecules are treated as a continuum
medium) and outside the cavity (lipids and proteins) are ε1

and ε2, respectively. Although it is inappropriate to treat
water molecules in a nanoscaled confined geometry as a
continuum dielectric medium due to the increasing importance
of interactions between the substrate and water molecules
[33–35], the continuum model of water molecules is of value in
providing conceptual understanding of the system and serves
as a complementary tool for more detailed atomistic MD sim-
ulations, as explained below. Specifically, the comparison of
the continuum model for water and atomistic MD simulations
in this work can reveal the particular role of the microscopic
structure of water molecules in stabilizing ions in the cavity.

For a K+ ion inside the square cylinder, we consider the
four induced image charges corresponding to each plane and
the eight secondary image charges while neglecting the higher
order image charge effect that is compatible with the precision
of the model. Since the radius of the K+ is much smaller than
the length of the cavity, we treat the plane as infinitely large
and the ion as a point charge. The profile of the energy barrier
for an ion entering a cylindrical channel from its end has been
calculated in a continuum electrostatic model; the magnitude
of the peak of the energy barrier [11] qualitatively agrees
with our calculations, as shown later. The sharp contrast in
dielectric constants and the length scales are captured despite
the simplicity of the model. Now consider a point charge q

located at the distance a (x = y = 0,z = a) away from the
planar boundary (X-Y plane) of two dielectric mediums. The
point charge is in the medium of dielectric constant ε1, where

the electric potential is

ψ = q

4πε1

[
1√

x2 + y2 + (z − a)2

+ ε1 − ε2

ε1 + ε2

1√
x2 + y2 + (z + a)2

]
. (1)

The second term denoted as Vimg originates from the image
charge q ′ = ( ε1−ε2

ε1+ε2
)q [36]. For ε1 > ε2, the image charge and

the original one have the same sign, so a potassium ion in the
cavity is repelled by its image charges. The potential energy of
the charge q is W = 1

2qVimg. We carry out the same calculation
for the four walls of the cavity. Note that the limited amount
of water molecules in the cavity may reduce their dielectricity
in comparison with bulk water [34]. An effective dielectric
constant of confined water molecules surrounding an ion may
be introduced. εeff ≈ 25 according to the energy barrier of
6.3 kcal/mol for the transfer of a single potassium ion from the
intracellular side to the cavity based on molecular simulations
in full atomic detail including the irregular shape of proteins
[21]. εeff is modestly underestimated due to the neglect of
the higher order image charges that reduces the magnitude of
the energy barrier. The result that εeff < εwater ≈ 80 indicates a
diminished screening capability of the limited amount of water
molecules inside the channel.

Figure 3 shows the energy of the system due to the image
charge effect as the ion transversely moves by �x from the
center of the squared cross section of the channel. We see that
the sharp contrast in dielectric constants lowers the energy
for an ion to enter the channel from about 18kBT to 4kBT

as ε1 increases from 5 to 80. The basic shape of the energy
profiles in Fig. 3 is insensitive to the variation of the dielectric
constant. It is important to note the broad energy minimum
and the abrupt increase of the energy near the wall. The ion
is therefore confined in the flat region of the energy profile
due to the strong repulsion near the wall; the polarized charges
on the channel wall effectively shrink the transversal size of
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FIG. 3. (Color online) The energy of a point charge that is
deviated by �x from the center of a square along the direction parallel
to its side. The length of the square is 1 nm, which is the size of the
cavity of KcsA potassium ion channel. The dielectric constants inside
the cavity are ε1 = 80 (solid black line), 25 (dotted blue line), and 5
(dashed green line). ε2 = 2 outside the cavity.
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the channel in addition to elevating the energy level. These
features enable one to ignore the image charge effect in some
situations as an approximation, such as the determination of
the equilibrium locations of ions in the cavity that are discussed
later. This energy landscape of the interaction of the ion and
its images is consistent with a more detailed calculation of
the electrostatic energy of the system where the channel is
represented in full atomic detail with all explicit partial charges
[21]. This consistency implies the significance of the sharp
dielectric constant, which has been highlighted in our model,
in characterizing the basis features of the ion channel system.
Note that the profile of a flat energy landscape surrounded by
steep walls is also found in the conducting cubic cavity [37].

Our calculation shows that thermal fluctuations (≈kBT )
at room temperature fail to conquer the energy barrier for a
potassium ion to enter the cavity for ε1 = εeff ≈ 25. An extra
driving force is therefore required to pull potassium ions to the
cavity. Structural characterization has revealed that the four
oriented pore helices at the bottom of the cavity may be the
structural basis for overcoming the dielectric barrier [9], which
we discuss later. On the other hand, the featured flat energy
landscape in a broad range of the value for ε indicates that ther-
mal fluctuations at room temperature can drive a potassium ion
away from the center of the channel until very close to the wall.
However, a potassium ion sitting at the center of the cavity has
been observed at 2.0 Å resolution in Ref. [10]; it is suggested
that the hydration shell around the K+ ion that is connected to
the wall of the cavity is responsible for the observation.

To understand the influence of water molecules on the
equilibrium position of potassium ions in the KcsA cavity,
we perform atomistic MD simulations where water molecules
are explicitly represented by the SPC/E water model [24] that
can capture its more detailed information than a continuum
electrostatic model and thus provides new insights into the
system. For example, simulations of a number of channel
models have shown substantially different dynamic properties
of water molecules in a cylindrical pore from those in the bulk
[38]; in particular, the translational and rotational mobilities
are reduced, and the confined water molecules display a higher
degree of order than in bulk [39–41]. A series of atomistic MD
simulations capture the event of two potassium ions entering
the cavity due to the attraction of the negatively charged helices
at the cavity bottom. The trapped potassium ions are found
to be aligned along the symmetry axis of the channel in most
cases; their equilibrium positions are plotted in Fig. 4 for 20 in-
dependent simulations. The negative charge on each of the four
helices is set to be qa = −|e|. We do not consider the mem-
brane potential to highlight the effect of water molecules on the
equilibrium positions of potassium ions. The average positions
of the two ions locate at z̄1 = 0.28 nm (read from the blue bars
in Fig. 4) and z̄2 = 0.62 nm (from the red bars), respectively.

Now we compare these simulation results with electrostatic
calculations. With the position of the first ion near the cavity
bottom fixed and without considering the image charge effect,
the equilibrium position of the second ion can be obtained by
minimizing the electrostatic energy,

E(�rK ) = q2

4πεw

(
4∑

i=1

−1

|�ri − �rK | + 1

|�rion − �rK |

)
, (2)
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FIG. 4. (Color online) The distribution of the equilibrium posi-
tions of a single trapped potassium ion (qa = −3|e|/4, white open
bars) and the two ions [qa = −|e|, blue (left) and red (right) bars]
in the cavity obtained by independent simulations. There is some
overlap between the white and the blue (left) bars. The four charged
helices lie in the z = 0 plane.

where �ri is the position of the four α helices and �rion is the
position of the first potassium ion already in the cavity. �rK is
the position of the second potassium ion whose equilibrium
value is to be determined. We notice in the expression for
E(�rK ) that the optimal value for �rK is independent of the
dielectric constant of water. In other words, for the second
potassium ion, due to the weakened dielectric ability of water
the enhanced attraction from the negatively charged α helices
and the enhanced repulsion from the first potassium ion are
canceled out that the determination of its equilibrium position
is finally independent of the specific value of the dielectric
constant of water. With z1 = z̄1 = 0.28 nm, we have z2 =
0.92 nm >z̄2. By considering the image charges of the first
cation which are also positively charged, the second potassium
ion will be pushed further away from the cavity bottom. It
indicates that the existence of water molecules (in atomistic
MD simulations) significantly reduces the distance between
the two trapped potassium ions. The water molecules do screen
the Coulomb repulsions between these two ions; this screening
effect, however, is not captured by the continuum model of
water molecules.

In atomistic MD simulations, a potassium ion inside the
cavity is found to be on the axis of the channel in most runs.
Pure electrostatic analysis, however, shows a distinct picture.
Here we calculate the electrostatic interaction energy of the
potassium ion and the four negative charges at the bottom
of the cavity, based on which we search for the equilibrium
location of the ion. Considering that the image charges have
weak influence on the equilibrium location of the ion as shown
in Fig. 3, the interaction of the ion with the four negative
structural charges is neglected in our calculation. Figure 5
shows the energy landscape of a K+ ion in the cavity over the
planes perpendicular to the channel axis at various heights;
the larger the value of z is, the further away the ion is from
the bottom of the cavity. The optimal position of the K+ ion
moves from the axis to the corner of the channel with the
decrease of the distance [from Figs. 5(a) to 5(d)]. Considering
the smallness of a potassium ion whose ionic radius is only
0.138 nm, potassium ions can get access to the regions of these
four corners corresponding to the energy minima as shown in
Fig. 5(d). In addition, electrostatic calculations show that in
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FIG. 5. (Color online) The energy landscape of a K+ ion in the cavity over the planes perpendicular to the channel axis at various heights
exclusively due to the charged pore helices; z = 1.0 nm (a), 0.5 nm (b), 0.45 nm (c), and 0.2 nm (d). The energy is measured in units of kBT .

the energy landscape at the height z = 0.45 nm [see Fig. 5(c)]
four energy minima have already been obviously developed.
It indicates that the finite size of the cation does not prevent
its collapse to one of the charged helices. In atomistic MD
simulations, largely due to the existence of water molecules
between the K+ ion and the charged helices, the collapse of
the K+ ion to one of the four fixed negatively charged helices
is rarely seen.

In addition to the high dielectricity environment of the
water-filled cavity, the polarized negative charges on the pore
helices whose COOH terminus are directed towards the cavity
(as shown in Fig. 1) facilitate the attraction of potassium ions
to the ion channel. The atomistic MD simulations indicate
that the amount of the charge qa on each pore helix can
significantly influence the number of potassium ions in the
cavity. Figure 4 shows that as |qa| increases from 3|e|/4 to
|e|, an extra potassium ion can be attracted to the cavity. The
inclusion of the second potassium ion slightly squeezes the
original one towards the cavity bottom (z = 0 plane) due to
their mutual repulsion. Systematic studies in Ref. [11,12] show
that a richer potential energy landscape can be created inside
the channel by varying the sites of charged protein residues
and the relevant ion dynamics can be subsequently changed.
In the design of artificial ion channels, charged elements on
the channel wall can therefore be introduced as an essential
component to enhance the efficiency of ion flux.

We proceed to study if the flux rate of ions entering the
cavity can catch the rate of passing through the filter. Figure 6
shows the entry time for a potassium ion diffusing into the

cavity at different electric fields along the Z dimension that
are corresponding to different membrane potentials, where
the time of entry refers to the time of a potassium ion
diffusing to the cavity. In a number of independent simulations,
different random seeds are employed in the beginning of the
simulations. The average time for a potassium ion to enter the
cavity is τ = 0.43 ± 0.39 ns (E = 0 mV/nm), 0.31 ± 0.27 ns
(−80 mV/nm), and 0.27 ± 0.16 ns (80 mV/nm), respectively.
These time durations are much shorter than the conduction
rate of a potassium ion passing through the filter (10–100 ns
per ion), indicating that potassium ions diffuse to the cavity
much quicker by one or two orders of magnitude than they are
pushed out to the extracellular side from the filter. Therefore,
the bottleneck of increasing the ion flux lies in the filter. Our
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FIG. 6. (Color online) The entry time for a potassium ion dif-
fusing into the cavity at the electric field E = −80 mV/nm (dashed
green), 0 (dotted red), and 80 mV/nm (solid black) for 20 independent
simulations. qa = −3|e|/4.
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finding is quantitatively consistent with a simulation work [42],
where the passage rate across the channel cavity (�1 ion per
ns) was observed to be much faster than the throughput rate
(0.02–1 ion per ns) in a Kv 1.2 potassium ion channel. The
value of τ seems insensitive to the value of the electric field at
least within the range of E ∈ [−80,80] mV/nm.

Our simulations confirm that the entry of ions to the cavity
does not constitute the bottleneck for the fast throughput rate in
potassium ion channels, and the principle factor impeding the
permeation of ions through potassium ions can be attributed to
the selectivity filter. It is important to note that this conclusion
is based on the model without any atomic details using much
less computational resources. It is therefore of more generality
than conclusions based on full atomistic simulations which
usually address specific channels.

IV. CONCLUSION

Atomistic MD simulations supplemented by electrostatic
calculations reveal the major role played by water molecules

and the partially charged protein helices at the cavity bottom
among various complicated protein structures of the channel in
overcoming the energy barrier and stabilizing the potassium
ion in the cavity. We further show that the flux rate of ions
entering the cavity can catch the speed of outflux at the
extracellular side of the selectivity filter; this flux rate is
insensitive over a wide range of the membrane potentials.
Our study is based on a simplified KcsA channel model whose
basic geometric feature and dielectric contrast are highlighted,
while specific atomic details are neglected. Therefore, the
conclusions are applicable in generalized contexts, including
the entry of ions in artificial ion channels and other confined
geometries.
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