Colloidal Stochastic Resonance in Confined Geometries
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We investigate the dynamical properties of a colloidal particle in a double cavity. Without external driving, the particle hops between two free-energy minima with transition mean time depending on the system’s entropic and energetic barriers. We then drive the particle with a periodic force. When the forcing period is set at twice the transition mean time, a statistical synchronization between particle motion and forcing phase marks the onset of a stochastic resonance mechanism. Comparisons between experimental results and predictions from the Fick-Jacobs theory and Brownian dynamics simulation reveal significant hydrodynamic effects, which change both resonant amplification and noise level. We further show that hydrodynamic effects can be incorporated into existing theory and simulation by using an experimentally measured particle diffusivity.
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Noise is widely regarded as a disturbance in signal detection and transmission. However, quite to the contrary, an optimal amount of noise was shown to amplify the response of a nonlinear system to a weak external forcing signal [1–13]. Such a counterintuitive resonant phenomenon, known as stochastic resonance (SR), has been observed in the most diverse natural systems, ranging from physics [10], to chemistry [14], engineering [15], and biomedical sciences [16]. SR represented a paradigmatic shift in the way we think about noise in systems out of equilibrium: we realized that noise can play a constructive role in many technological applications, such as energy harvesting [17], image processing [18], and signal amplification [12].

Since its discovery in the early 1980s, SR has been studied mostly in purely energetic multistable potentials [10]. However, at the microscopic scale, the dynamics of a system is governed by its free energy, which can be dominated by entropic rather than energetic terms. For example, in soft condensed matter and in a variety of biological systems [19,20], particles are often confined to constrained geometries, such as micro- and nanofluidic devices [21–24], porous mediums [25–27], and cells [28–31], whose size and shape surely affect the SR mechanism. Burada et al. [13] considered the case of a Brownian particle moving in a double cavity under the action of a periodic force, oriented along the cavity axis, and a constant transverse force. They eliminated the particle’s transverse degrees of freedom by introducing an effective entropic term in the Fick-Jacobs (FJ) equation [32,33] for its axial coordinate, and demonstrated that the entropic barrier corresponding to the opening connecting the two cavities suffices to cause SR. Hereafter many theoretical and numerical studies on entropic SR in confined structures have appeared. Researchers have investigated how entropic SR depends on a variety of factors, like boundary shape [34–36], external forcing [37–39], and noise properties [40,41]; the possibility of using entropic SR for particle manipulation has also been explored [42].

As of today, a quantitative experimental demonstration of entropic SR is missing, even though detailed experimental data are urgently needed to validate theoretical assumptions and compare with numerical predictions. Here, we experimentally measure diffusion-driven transport of Brownian particles along the axis of a double cavity. In the absence of external driving, the particles switch spontaneously between two free-energy wells. Under periodic driving, SR occurs for driving periods of about twice the switching time [1–13]. Discrepancies between experimental results and predictions from the FJ theory and Brownian dynamics (BD) simulations are a measure of prominent hydrodynamic effects overlooked in the current literature; a close quantitative agreement is restored only by introducing a space-dependent diffusion function to be measured inside the cavity [22,43–47].

Experimental setup.—Our experimental setup is built on an inverted microscope stage. As shown in Fig. 1(a), a superparamagnetic colloid of radius $r = 0.25 \mu m$ is immersed in a double-well microstructure and experiences an oscillatory force in the $x$ direction, $\tilde{F}(t) \tilde{z}_x$. The force is generated by a pair of permanent magnets mounted on a linear stage, which modulates the magnets’ position to control the force [48]. To generate a potential barrier [13], a third magnet was introduced, which exerts a force $-\tilde{G} \tilde{z}_y$ in the $y$ direction.
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Our cavities were fabricated on a coverslip by means of a two-photon direct laser writing system. The quasi-2D cavity has a uniform height \( H = 2.7 \mu m \) in Fig. 1(a). The cavity has a uniform height \( H = 2.7 \mu m \) in Fig. 1(a). The space accessible to the particle center in the cavity has a local width \( 2g(x) \) along its axis \( x \). As shown by solid lines in Fig. 1(b), \( g(x) \) is given the form of an approximate cosine of period \( L \), which then tapers off to a constant in correspondence with the bottlenecks; \( g_{\text{in}}(x) \) and \( g_{\text{out}}(x) \) represent its minimum(maximum) half-width, respectively [48]. We varied \( g_{\text{in}}(x) \) and \( g_{\text{out}}(x) \) independently, where \( g_{\text{in}}(x) \) is from 0.25 to 0.75 \( \mu m \) and \( g_{\text{out}}(x) \) is from 2.95 \( \mu m \) in the experiment. Particle motion in the quasi-2D cavity was recorded through a microscope. The projected particle trajectory in the \( x \) direction, \( \tilde{x} \), was extracted from the recorded videos by standard particle tracking algorithms. Experiments were carried out at room temperature \( T_0 = 297 \) K.

**Numerical simulation and FJ theory.** —The Brownian motion of a particle with a friction coefficient \( \gamma_0 \) can be modeled by the Langevin equation,

\[
\frac{d\tilde{r}}{dt} = -G\tilde{e}_x + F(t)\tilde{e}_x + \sqrt{2D_0}\tilde{\xi}(t),
\]

with effective potential [20]

\[
V(x, D_0) = -D_0 \ln \left[ \frac{2D_0}{G} \sinh \left( \frac{Gg(x)}{D_0} \right) \right].
\]

We remark that, although originally the friction coefficient, \( \gamma_0 \), and the particle diffusion constant, \( D_0 \), were assumed to be constant, the FJ equations (2) and (3) can be generalized for space dependent coefficients to incorporate additional boundary curvature [51–54] and hydrodynamic effects [22,46].

**Particle free diffusion.** —We first investigate particle diffusion in an unbiased cavity, \( F(t) = 0 \). The temporal record of the particle \( x \) coordinate was simulated in Fig. 2, shows that the particle stochastically switches between two free-energy minima at \( \pm x_m = \pm 3.2 \mu m \). Following the procedure detailed in the Supplemental Material SM [48], we identified the switching event times, \( t_i \), marked in the figure by vertical lines; the time difference between two subsequent switching events, \( T(i) = t_i - t_{i-1} \), is defined as the residence time at time \( t_i \). In Figs. 2(b) and 2(c), we plot the probability distribution of the residence times, \( N(T) \), measured in experiments with two different cavity neck widths \( (g_{\text{in}} = 0.25 \) and 0.75 \( \mu m \), with and without the \( y \) magnet \( (G_{\text{on}} / G_{\text{off}}) \). In all experiments \( N(T) \) can be fitted by the exponential law, \( N(T) = (1/T_k) \exp(-(T/T_k)) \), with one free parameter, the Kramers time \( T_k \) [10]. Our experimental estimates of the Kramers times, reported in Figs. 2(d) and 2(e), increase sharply with decreasing neck width, \( g_{\text{in}} \), or adding an energy barrier, \( G \) [13].

From the FJ equations (2) and (3), we calculated the mean first-passage time [10,22] for the particle to diffuse from \( -x_m \) to \( x_m \), which is known to return a close approximation of the Kramers time.
We have replaced the diffusion constant, $D_0$, in Eqs. (2) and (3) by an $x$-dependent particle diffusivity, which incorporates both the entropic corrections resulting from the adiabatic elimination of the transverse coordinate $\{51\text{--}54\}$, and the hydrodynamic effects $\{22,46\}$, that is

$$T_k \approx \int_{-x_m}^{x_m} \frac{dx}{\mathbb{D}(x) \sinh(Gg(x)/D(x))} \int_{-x_m}^{x_m} \sinh \left( \frac{Gg(\zeta)}{D(\zeta)} \right) d\zeta. \quad (4)$$

We have replaced the diffusion constant, $D_0$, in Eqs. (2) and (3) by an $x$-dependent particle diffusivity, which incorporates both the entropic corrections resulting from the adiabatic elimination of the transverse coordinate $\{51\text{--}54\}$, and the hydrodynamic effects $\{22,46\}$, that is

$$\mathbb{D}(x) = \frac{D_{hyd}(x)}{[1 + g'(x)^2]^{1/3}}. \quad (5)$$

The elimination of the transverse coordinate $\{51\text{--}54\}$ requires that the cavity slope cannot be significantly greater than one; see Sec. VII in the SM for further discussions. Following the approach of Ref. $\{22\}$ to include hydrodynamic effects, we measured the $xx$ component of the particle diffusivity tensor throughout the cavity, $D_\chi(x,y)$—examples of the spatially dependent diffusivity are reported in Figs. 1(b) and S4. The measured diffusivity $D_\chi(x,y)$ was then averaged in the $y$ direction to extract the averaged diffusivity, $D_{hyd}(x)$, appearing in Eq. (5), see detailed procedure in the SM $\{48\}$. As shown by black curves in Figs. 2(d) and 2(e), Eqs. (4) and (5) yield predictions in excellent agreement with experiments. On the contrary, had we used the constant diffusivity, $D_0$, measured in the open part of the cavity, this approach would have worked only for cavities with wide necks, see blue curves in Figs. 2(d) and 2(e). Such a discrepancy is due to the hydrodynamic effects, which significantly suppress diffusivity in the neck region. In BD simulations, hydrodynamic effects can be reproduced by integrating the Langevin equation (1) for local friction and diffusion coefficients, $r_\chi(x,y)$ and $D_\chi(x,y)$ (see SM $\{48\}$ for technical details); results are shown as triangles in Figs. 2(d) and 2(e).

**Stochastic resonance.**—After quantifying the equilibrium dynamics, we next carried out nonequilibrium experiments, whereby the colloid trapped in a cavity is periodically driven by a pair of permanent magnets. In sharp contrast with the undriven cases of Figs. 2(b) and 2(c), the residence time distributions in Figs. 3(a) and 3(b) exhibit a series of peaks, centered at the odd multiples of the half-driving period, $T_n = (n - 1/2)T_\nu$, with $n = 1, 2, \ldots$ $\{9\text{--}11\}$. Under a standard two-state approximation, $N(T)$ can be calculated from the Langevin equation (1) $\{4,10\}$. We empirically adapted that result to our system, $N(T) = N_0[1 - \frac{1}{2} (\bar{F}_0 x_m/k_B T)^2 \cos(2\pi T/T_\nu)] \exp(-\langle T/T_k \rangle)/T_k$, where $N_0$ is a normalization factor and the time scale, $T_k$, is determined through Eq. (4) $\{6,10\}$. As illustrated in Figs. 3(a) and 3(b), predictions of the equation above agree fairly closely with experiments and BD simulations without any additional fitting parameter.

To quantify the statistical synchronization between periodic forcing and well switching, we integrated the area under the first $N(T)$ peak at $T = T_\nu/2$: $P_1 = \int_{T_\nu/4}^{3T_\nu/4} N(T) dT$ [the red area under the first peak in Figs. 3(a) and 3(b)]. Our experimental data for $P_1$, plotted in Fig. 3(c), exhibit a broad peak centered around $T_k = 2T_\nu$, which is consistent with many previous results $\{11,55\}$.

To further test the FJ theory, we numerically integrated Eq. (2) $\{56\text{--}58\}$ and used the probability distribution, $p(x,t)$, to compute the time-dependent average, $\langle x(t) \rangle = \int x p(x,t) dx$. Through an appropriate Fourier expansion $\{13\}$, we extracted the amplitude, $M_1$, of the first harmonic of $\langle x(t) \rangle$ at the driving frequency, $\nu = 1/T_\nu$. Accordingly, the spectral amplification, $\eta$, defined as the ratio of the power stored in the system response and the power of the external force, $F(t)$, at frequency $\nu$, could be computed as $\eta = |M_1/F_0|^2$. The spectral amplification increases with the driving period as shown in Fig. 3(c); experimental, theoretical, and simulation data agree again with one another $\{9,55\}$. 
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The results of Fig. 3 prove that we can reliably account for hydrodynamic effects in nonequilibrium situations by means of a suitable space dependent diffusion function. This gives us a powerful tool to investigate SR under the influence of strong hydrodynamic effects. To that end, we performed BD simulations [Eq. (S3) in SM] for the spatially varying friction coefficient, $\gamma_x(x, y)$, computed with COMSOL, and different temperatures, $T$, to tune the noise level. From the BD particle trajectories, we computed the spectral amplification, $\eta$. In Fig. 4, we plot $\eta$ as a function of the noise level, quantified here by the thermal energy, $k_B T$. In all cases, a resonant peak of $\eta$ is observed at some intermediate value of $k_B T$, which means that SR occurs also in the presence of strong hydrodynamic effects, and the FJ theory with $D_{\text{hyd}}(x)$ yields predictions (solid curves) in excellent agreement with BD simulations. The $\eta(k_B T)$ curves displayed in Fig. 4 clearly show that (i) the resonance peak is more pronounced as the forcing frequency decreases [Fig. 4(a)]; (ii) the maximal amplification is enhanced by lowering the intensity of the transverse force, $G$ [Fig. 4(b)]; and (iii) both the peak amplification and the optimal SR noise level increase with decreasing the forcing amplitude, $F_0$. Results in Figs. 4(a)–4(c) are qualitatively similar to those earlier obtained for systems with constant diffusivity [10,13]. The data in Fig. 4(d) show how hydrodynamic effects quantitatively affect the SR behavior overall. For the wide neck cavity ($g_n = 0.75 \mu m$), the spatial modulation of $\gamma_x(x, y)$ is negligible; hence, FJ predictions with $D_{\text{hyd}}(x)$ (solid curve) and $D_0$ (dashed curve) are in excellent agreement with the BD simulation output. On the contrary, for the narrow neck cavity ($g_n = 0.25 \mu m$), where hydrodynamic effects are known to be strong, the FJ theory with constant diffusivity, $D_0$, would predict higher amplification peaks and lower optimal noises.
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(a), (b) Normalized residence time distributions from experiments, theory, and simulations, for two forcing periods, $T_\nu = 60 s$ (a) and $T_\nu = 240 s$ (b), in a wide neck cavity ($g_n = 0.75 \mu m$) with Kramers time $T_k = 120 s$. The red vertical bars represent the area of the first peak, $P_1$, from the experiments. (c) First peak of the residence time distributions, $P_1$ (I-III), and spectral amplification, $\eta$ (IV-VI), plotted versus the normalized forcing period, $T_\nu/T_k$, under three different experimental conditions. Transverse force $G = 0.55 \mu m/s$ was used for experiments of the middle and right columns in (c) ($G_{\text{on}}$). Error bars represent standard errors from experimental measurements.
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Dependence of the spectral amplification, $\eta$, on the noise level, $k_B T$, for different experimental conditions, (a) driving frequency $\nu$, (b) transverse force $G$, (c) driving amplitude $F_0$, (d) cavity minimum half-width $g_n$. Circles and solid lines represent results, respectively, from BD simulation and FJ theory with spatially varying friction coefficient. The dashed curves in (d) are obtained from the FJ theory with constant diffusivity, $D_0$, in Eq. (5). The narrow neck cavity ($g_n = 0.25 \mu m$) was used in (a)–(c).
Conclusion.—We have experimentally investigated colloidal transport in a double cavity. When a particle is subjected to a periodic force with a period twice the Kramers time, the particle’s motion is statistically synchronized with the drive. This provides a direct demonstration of the entropic SR mechanism theoretically predicted in Ref. [13]. We further observed that strong hydrodynamic effects in cavities with tight constrictions can quantitatively affect the optimal SR parameters. We successfully reproduced such hydrodynamic effects in the nonequilibrium BD simulations and FJ theory by introducing a space dependent friction coefficient to be either measured from experiments or computed from hydrodynamic models. Our results confirm that the proposed generalization of the FJ theory is indeed a predictive tool to study driven transport in tightly constrained geometries with strong entropic and hydrodynamic effects.
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