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O P T I C S

A scalable photonic computer solving the subset  
sum problem
Xiao-Yun Xu1,2, Xuan-Lun Huang1,2, Zhan-Ming Li1,2, Jun Gao1,2, Zhi-Qiang Jiao1,2, Yao Wang1,2, 
Ruo-Jing Ren1,2, H. P. Zhang3, Xian-Min Jin1,2,4*

The subset sum problem (SSP) is a typical nondeterministic-polynomial-time (NP)–complete problem that is hard to 
solve efficiently in time with conventional computers. Photons have the unique features of high propagation speed, 
strong robustness, and low detectable energy level and therefore can be promising candidates to meet the chal-
lenge. Here, we present a scalable chip built-in photonic computer to efficiently solve the SSP. We map the problem 
into a three-dimensional waveguide network through a femtosecond laser direct writing technique. We show that 
the photons sufficiently dissipate into the networks and search for solutions in parallel. In the case of successive 
primes, our approach exhibits a dominant superiority in time consumption even compared with supercomputers. 
Our results confirm the ability of light to realize computations intractable for conventional computers, and suggest 
the SSP as a good benchmarking platform for the race between photonic and conventional computers on the way 
toward “photonic supremacy.”

INTRODUCTION
NP-complete problems (1) are typically defined as the problems 
solvable in polynomial time on a nondeterministic Turing machine 
(NTM), which indicates that these problems are computationally 
hard on conventional electronic computers, a general type of deter-
ministic Turing machines. The subset sum problem (SSP) with 
practical application in resource allocation (2) is a benchmark 
NP-complete problem (3), and its intractability has been harnessed 
in cryptosystems resistant to quantum attacks (4, 5). Given a finite 
set S of N integers, the SSP asks whether there is a subset of S whose 
sum is equal to the target T. Apparently, the number of subset grows 
exponentially with the problem size N, which leads to an exponen-
tial time scaling and thus strongly limits the size of the problem that 
can be tackled in reality.

Despite the immense difficulty, some researchers attempt to 
solve NP-complete problems in polynomial time with polynomial 
resource. A memcomputing machine (6, 7) as powerful as an NTM 
has been demonstrated, while the ambitious claim is not valid in a 
realistic environment with inevitable noise (8). Designs of an NTM, 
where the magical oracles (1, 9, 10) are realized by simultaneously 
exploring all computation paths, are proposed (11, 12). In the cost 
of space or material, parallel exploration provides an alternative to 
decrease time consumption. As time is irreversible, not reusable 
and completely out of our charge, it is reasonable to trade physical 
resources for it. Besides the above NTM proposals, similar measure-
ments have been taken, for instance, the increasingly powerful elec-
tronic supercomputers with an integration of an increasing number 

of processors (13) and molecule-based computation using large 
quantities of DNAs or motor molecules (14–18). Furthermore, op-
timized algorithms are applied to specific instances (19–21).

Although improvements have been made, conventional elec-
tronic computers are ultimately limited by heat dissipation problem 
(16), which is also a possible limitation for memcomputing ma-
chines consisting of commercial electronic devices (8). The molecule-
based computation is limited by the slow movement (16–18) or the 
long reaction process (14, 15). Quantum computation is still hindered 
by decoherence and scalability (22, 23). Other proposals are still in 
the stage of theory (11, 12, 24–26). However, we notice that photons 
have been extensively applied in proof-in-principle demonstrations 
of supercomputing (27) even without quantum speed-up, including 
an NP problem such as prime factorization (28) and NP-complete 
problems such as traveling salesman problem (29), Hamiltonian path 
problem (30–32), and dominating set problem (33). The #P-complete 
problem, boson sampling (34–39), other computational functions 
(40), and algorithms (41, 42) are also demonstrated in a photonic 
regime. The successful applications imply that photons are poten-
tial excellent candidates to solve the SSP.

Here, we present a photonic computer constructed with chips 
serving as processing units to solve the SSP in a physically scalable 
fashion. Like the current signal in electronic computers or the molecule 
in molecular computers, photons contained in the optical source 
are treated as individual computation carriers. They travel in chips 
along buried waveguide networks to perform parallel computations. 
The specific instances of the problem are successfully encoded into 
the networks according to particular rules. The existence of target 
sums is judged by the arrival of photons to the corresponding output 
ports of the networks. We further investigate its scalability and perfor-
mance in time consumption, showing the photon-enabled advantages.

RESULTS
Configuration of the photonic computer for the SSP
The proposed photonic computer solving the SSP can be classified as 
a non–Von Neumann architecture (see the Supplementary Materials 
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for its role in the evolution of computers). As shown in Fig. 1A, the 
photonic computer consists of an input unit, a processing unit, and 
an output unit. The input unit is used to generate horizontally po-
larized photons at 810 nm. Photons are then coupled into the pro-
cessing unit to dissipate into the waveguide network to execute the 
computation task. After photons are emitted from the processing 
unit, the evolution results are read out by the output unit. Here, the 
processing unit is an analog to the central processing unit (CPU) of 
an electronic computer, playing a key role in the computation. In 
the following, we will discuss the design of the processing unit from 
mathematical and physical implementation aspects to illuminate its 
capability of solving the SSP.

The processing unit can be represented by an abstract network 
composed of nodes and lines, which is primarily based on the pro-
posal of Nicolau et al. (16), while physical implementation has to be 
designed to fit integrated photonics. As the network for the specific 
instance {2, 5, 7, 9} in Fig. 1B shows, there are three different types of 
nodes representing split junctions, pass junctions, and converge 
junctions. Note that although the circular yellow nodes overlap with 
the hexagonal nodes in the abstract network, they are physically 
separate, as the waveguide network in Fig. 1A presents. Once the 
photons enter the network from the top node, the computation pro-
cess is activated. The photons are split into two portions at hexagonal 
nodes (split junctions), traveling vertically and diagonally. When 
meeting the circular white nodes (pass junctions), the photons pro-
ceed along the original directions. Meanwhile, the circular yellow 
nodes (converge junction), located at the end of the diagonal routes 
that start from the former row of hexagonal nodes, are responsible 
for transferring photons from diagonal lines to vertical lines before 
the next splits.

The specific SSP is encoded into the network according to par-
ticular arithmetical and scalable rules: (i) The vertical distance 
(measured as the number of nodes) between two subsequent rows 
of hexagonal nodes is equal to the value of the element from the set 
{2, 5, 7, 9}, as denoted by the integers on the left. (ii) The diagonal 
routing leads to a horizontal displacement of photons, whose mag-
nitude is also equal to the integer on the left. The diagonal movement 
of photons represents that the corresponding element is included 
into the summation. On the contrary, the vertical movement means 
that the element is excluded from the summation. (iii) The value of 
the ultimate sums is equivalent to the spatial position of the output 
signals, as denoted by the port numbers. For example, the path for 
port 14, highlighted by a translucent gray band, reveals that only 
elements 5 and 9 contribute to the subset sum 14. Owing to the vast 
parallelism, the photons arrive at the output ports with all possible 
subset sums generated.

We fabricate the processing unit in Corning Eagle XG glass with 
femtosecond laser direct writing technique (see Materials and 
Methods). The top left corner of the waveguide network in Fig. 1A 
and the abstract network in Fig. 1B are depicted in detail in 
Fig. 1 (C to F). As we can see, the split junction is realized by a mod-
ified three-dimensional beam splitter, where the two waveguides 
first couple evanescently (red segment) and then decouple with one 
of the waveguides climbing upward and the other proceeding along 
the initial direction. To avoid extra loss, a vertical decoupling dis-
tance of 25 m is deliberately selected. Meanwhile, the coupling 
length and coupling distance are set to 1.8 mm and 10 m, respec-
tively, to achieve the desirable splitting ratio. As the intensity distri-
bution in Fig. 1D reveals, the modified beam splitter is unbalanced, 

which is on the purpose of compensating the bending loss caused 
by the subsequent arc ​​cm​​ ⌢ ​​ and arc ​​ nf​​ ⌢​​.

The converge junction is almost the mirror-image split junction 
except with a different coupling length of 3.3 mm. The photons in 
path fg should be completely transferred to path eh in an ideal case, 
and the residual induced by the imperfect fabrication is minimized. 
The output intensity at port g is less than 3% of that at port h. The 
pass junction is implemented in the form of one waveguide crossing 
over the other at a decoupling vertical distance of 25 m. As the 
output intensity in Fig. 1F reveals, the three-dimensional architec-
ture ensures an excellent pass junction whose extinction ratio is 
around 24 dB. Supported by the powerful fabrication capability of 
femtosecond laser writing technique (43, 44), we are able to map the 
abstract network of the SSP into a three-dimensional photonic chip.

Experimental demonstration
We demonstrate the computation of the SSP at the specific cases of 
{3, 7, 11} and {3, 7, 9, 11}. As shown in Fig. 2 (A and C), the evolution 
results are read out from a one-shot image, where the photons ap-
pear in a line of spots. Every single spot is an accepted witness of the 
existence of the corresponding sum (denoted by the integer below 
the spot) if the experiments are trusted. Because the involved prob-
lem size is not too large, we check the reliability of our experimental 
results by enumeration and conclude that all the spots observed are 
supposed to appear and that none of the expected results is absent.

The reliability of our experiments is further investigated by a 
comprehensive analysis of the intensity distribution, as presented in 
Fig. 2 (B and D). We calculate the theoretical distribution through a 
lossless model consisting of balanced split junctions, perfect pass 
junctions, and ideal converge junctions. Therefore, the theoretical 
outcomes can be regarded as benchmarks of the SSPs. For the case 
of {3, 7, 11}, the theoretical result is either 0 or 0.125, while it is either 
0 or 0.0625 in the case of {3, 7, 9, 11}. In this theoretical regime, zero 
intensity indicates that a sum does not exist; otherwise, it exists.

We apply a threshold to analyze the retrieved intensity for every 
output port. A valid appearance can be identified if the intensity 
goes beyond a reasonable threshold; otherwise, an absence can be 
confirmed (highlighted by solidus pattern). The tolerant intervals of 
the thresholds applicable in our experiment are presented with 
bands filled with a solidus in Fig. 2 (B and D), straightforward re-
vealing the lower bounds and the upper bounds. Beneficial from the 
good signal-to-noise ratio obtained in our experiments, there is a 
wide tolerant band to accept a large range of thresholds, which im-
plies the great accuracies of our experiments and verifies the feasi-
bility of our approach.

Time-consumption budget
We find that the optical source launched into the photonic circuit 
has a notable influence on the performance of our photonic com-
puter. Note that the photonic supremacy in time consumption over 
other schemes is achieved by classical light (a stream of photons), 
not quantum light. We obtain the same evolution results with both 
classical light and quantum light, and the heralded single-photon 
source fails to outperform the classical light. This phenomenon is 
attributed to the fact that a bunch of photons arrive together in the 
case of classical light, while heralded single-photon source only 
launches one photon at a time. Under these circumstances, it takes 
longer time with quantum light to collect enough signal photons to be 
distinguished from the environment, leading to a worse performance 
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Fig. 1. Schematic of the design and setup. (A) A power-adjustable and horizontally polarized optical source is guaranteed by the quarter-wave plate (QWP), half-wave 
plate (HWP), and polarization beam splitter (PBS) in the input unit. The photons at 810 nm are prepared and coupled into the network in the processing unit and then 
travel to generate all possible subset sums. The evolution results at the output ports are retrieved by the charge-coupled device (CCD) to testify the existence of the 
corresponding sums. (B) The abstract network for the specific instance {2, 5, 7, 9} is composed of three different kinds of nodes representing split junctions, pass junctions, 
and converge junctions. Split junctions (hexagonal nodes) divide the stream of photons into two portions. One portion moves vertically, and the other travels diagonally. 
Pass junctions (circular white nodes) allow the photons to proceed along their initial directions. Converge junctions (circular yellow nodes) play a role in transferring 
photons from diagonal lines to vertical lines. Although the circular yellow nodes overlap with the hexagonal nodes in the abstract network, they are physically separate, 
as shown in (A). Photons traveling diagonally from a split junction to the next split junction represent including an element into the summation. The value of the element 
is equal to the number of junctions between two subsequent rows of split junctions, as denoted by the integers on the left. The generated subset sums are equal to the 
spatial positions of the output signals, as the port numbers denote. (C) The x-y view of the top left corner of the waveguide network in (A) and the abstract network in (B) 
is composed of the three basic junctions whose x-z views are shown in (D) to (F). The split junction is realized by a modified three-dimensional beam splitter where a 
coupling distance of 10 m, a coupling length of 1.8 mm, and a vertical decoupling distance of 25 m are deliberately selected, leading to a desirable splitting ratio. The 
unbalanced output of split junctions, revealed by the intensity distribution in (D), is designed to compensate the bending loss caused by the subsequent arc ​​cm​​ ⌢ ​​ and arc ​​ nf​​ ⌢​​ 
in (C). The converge junction is almost a mirror-image split junction except with a different coupling length of 3.3 mm. The residual in port g is small enough to be ignored. 
A vertical decoupling distance of 25 m guarantees an excellent pass junction whose extinction ratio is around 24 dB, as the intensity distribution in (F) presents.
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than classical light and making it more challenging to surpass elec-
tronic computers (see the Supplementary Materials).

To show the photon-enabled advantages, we further investigate 
the time-consumption performance in the case of classical light. 
Here, the computing time is determined by the propagation speed 
of photons and the longest path in the waveguide network. Owing 
to the fast movement of flying photons and the compactness of the 
chip-based networks, it only takes the processing units a fraction of 
1 ns to accomplish the computations in our experiments, which 
has already surpassed many representative electronic computers 
emerging in these decades (see the Supplementary Materials).

Furthermore, the potential of our approach is explored in the con-
text of successive primes by comparing with other competitors (see 
Materials and Methods for time estimation of different approaches), as 
shown in Fig. 3. It is noticed that the photonic computer has a sig-
nificant advantage over the molecular computation, which is attributed 
to the similar time scaling resulting from the similar configuration 
of the computing networks, and the superiority of photons in mov-
ing speed over molecules, i.e., ∼2 × 1011 mm/s for 810 nm photons 
in waveguides and ∼5 × 10−3 mm/s for actin filaments (16). Although 
faster biological molecules are reported in a latest research (18), they 
are still on the long journey of chasing after photons.

The time consumption of representative electronic competitors 
with the conventional Von Neumann architecture, characterized by 
floating point operations per second (FLOPS) (45), is also presented. 
It is found that the photonic computer outperforms the state-of-

the-art CPU (46) at a small size that is probably accessible in subse-
quent experimental demonstrations. Compared with the graphics 
processing unit (GPU) (47), the photonic computer exceeds it until 
N = 12. Apparently, it is increasingly challenging to beat an increasingly 
strong competitor. Nevertheless, the most powerful supercomputer 
(13), Summit, composed of an enormous number of CPUs and GPUs, 
can be also surpassed at a modest size of 28. Besides, the superiority 
of the photonic computer is reinforced with the growth of problem 
size, as the trend reveals. Even at a medium size, our approach con-
sumes many orders of magnitude shorter computing time than the 
molecular and electronic rivals, exhibiting strong competitiveness 
in solving the SSP in the case of successive primes (see Materials 
and Methods for the speed-up of our photonic computer).

DISCUSSION
In summary, we demonstrate a photonic computer solving the SSP 
by mapping the problem into a waveguide network in a three-
dimensional architecture. With the demonstrated standardized struc-
ture of basic junctions, regular configuration of the network, and the 
mature femtosecond laser writing technique, the SSP can be encoded 
into a physical network and conveniently solved in a scalable fash-
ion. The computational power is further analyzed by investigating 
the time-consumption performance. The results suggest that, for 
successive primes, photonic computers are very likely to beat the most 
powerful supercomputer with a near-future accessible problem size. 

Fig. 2. Experimental read-out of computing results. (A) Experimental read-out of evolution results of the case {3, 7, 11}. Every observable spot certifies the existence of 
the subset sum denoted by the integer below. (B) Normalized intensity distribution of the case {3, 7, 11} in experiment and theory. Here, an axis break is applied to display 
data points with a value of zero and the logarithmic coordinate simultaneously. The theoretical results are either 0 or 0.125, while the experimental results have a fluctuant 
distribution. A reasonable threshold can be easily found to classify the experimental outcomes into appearance (beyond the threshold) and absence (below the threshold, 
which is highlighted with slash filling pattern). A wide tolerance band (filled by slash) allows a wide range of threshold with a lower bound of 0.00209 and an upper bound 
of 0.05891. (C) Experimental read-out of evolution results of the case {3, 7, 9, 11}. (D) Normalized intensity distribution of the case {3, 7, 9, 11} in experiment and theory. Theo-
retical results are either 0 or 0.0625. A wide tolerance band (filled by slash) allows a wide range of threshold with a lower bound of 0.00127 and an upper bound of 0.00661.
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Other performances, such as signal-to-noise ratio and Fisher infor-
mation, are also discussed (see the Supplementary Materials).

The photon-enabled advantage in solving the SSP can be under-
stood from the unique features of light. First, light is essentially a 
stream of photons, which can be sufficiently used to probe all the 
paths in parallel, by being dissipated into a large network with very 
small fraction of light in each path (can be down to single-photon 
level). Second, the ultimate speed of flying photons makes the evo-
lution time very short in the designed structures, even for a large 
and complicated photonic network. Third, photons can be confined 
in a very limited space with the technique of integrated photonics, 
which is beneficial to both the computing speed and scalability. Last 
but not least, interference is a unique strength of photons, whereas 
we cannot see its contribution to the speed-up of the proposed pho-
tonic computer. Nevertheless, it can be potentially used to achieve a 
reconfigurable photonic computer for different SSPs in the future 
(see the Supplementary Materials).

Besides the fundamental interest of racing with conventional 
electronic computers, it would be more fascinating to map many 
real-life problems into the frame of solving the SSP, which may 
boost the building of this photonic computer toward industrializa-
tion. It is also possible, but still open, to solve other NP problems in 
this purpose-built photonic computer. In light of the fact that any 
NP problem can be reduced to an NP-complete problem efficiently 
(3), any NP problem is able to be mapped to the proposed network 
in principle. Therefore, a photonic solution of the SSP implies pos-
sible solutions of a wide range of NP problems. Moreover, photon-
enabled unique feature may also show its strength in other new 
computing architectures (48, 49).

MATERIALS AND METHODS
Photonic chip fabrication
Waveguide networks in three-dimensional architecture were writ-
ten by the femtosecond laser with a repetition rate of 1 MHz, a cen-

tral wavelength of 513 nm, a pulse duration of 290 fs, and a pulse 
energy of 190 nJ. Before radiating into the borosilicate substrate at a 
depth of 170 m, the laser beam was shaped by a cylindrical lens 
and then focused by a 100× objective with a numerical aperture of 
0.7. During the fabrication, the translational stage moved in x, y, 
and z directions according to the user-defined program at a con-
stant speed of 15 mm/s. The careful measurements and characteri-
zation on the geometric parameter dependence of the three types of 
junction, such as coupling length, coupling distance, decoupling dis-
tance, and curvature, were taken to optimize the performance to 
form the standard elements.

Estimation of computing time
For both molecular computation and our approach, the computing 
time was determined by the moving speed of computation carrier 
(i.e., molecules and photons) and the longest path in the network. 
For example, in the case of {2, 5, 7, 9} shown in Fig. 1, the longest 
path is the one linking to port 23, which represents the sum of all 
the elements in the set. According to the geometrical parameters 
and the scalable rules of our waveguide network, it is easy to calcu-
late the length of the longest path. The propagating speed of pho-
tons is estimated on the basis of the refractive index of Corning 
Eagle XG (50) and the refractive index change induced by femto-
second laser writing (51). The structural parameters of molecular 
computation were derived from the experiment by Nicolau et al. 
(16). The faster molecules, actin filaments, were chosen to compare 
with our approach.

The running time taken by conventional electronic computers 
working in a brute-force mode, searching the entire solution space 
consisting of all possible subsets, to solve the SSP was estimated by 
multiplying FLOPS by the total number of arithmetic operations. 
The data of FLOPS adopted in our research are either the peak per-
formance or theoretical performance of the corresponding electronic 
machine. Performance degradation (46) in practical scenario was 
neglected.

Speed-up of the photonic computer
Given a set of N elements, the number of subsets grows exponen-
tially with N. According to the definition of the SSP, it requires us to 
verify every possible subset. If we regard the verification of a subset 
as a subtask, the number of subtasks or the number of computation 
operations increases at an exponential rate.

For a conventional electronic computer working sequentially, all 
subtasks are executed in sequence. Therefore, the total computing 
time is equivalent to the product of the number of computation op-
erations and the unit time taken by a single operation, growing at an 
exponential rate. For our photonic computer, which works in a parallel 
mode, all subtasks can be executed simultaneously. In our implemen-
tations, each subset is mapped to a path of the photonic circuits. 
With light beam (a stream of photons) being split and propagating 
along all possible paths, all subsets were verified at the same time. 
On such an occasion, the total computing time only depends on the 
verification of the largest subset.

Here, the verification of the largest subset corresponds to the move-
ment of photons from the input port to the output port through the 
longest path. As a result, the computing time is equal to the traveling 
time of photons in the longest path, growing at a sub-exponential 
rate, which is slower than that of electronic computers. Moreover, 
as photons have an ultrahigh propagating speed and the integrated 

Fig. 3. Time consumption performance. The comparison of estimated comput-
ing time between the photonic computer and other competitors in the case of 
successive primes {2, 3, 5, 7, …}. The molecular computer is beaten by the photonic 
computer all the time. The electronic competitors working in a brute-force manner 
are surpassed at N = 6, N = 12, and N = 28. As problem size increases, the superior-
ity of photonic computer is enhanced, with the computing time of several orders 
of magnitude shorter than the rivals.
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photonic circuit has a compact structure, the computing process is 
further sped up.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/6/5/eaay5853/DC1
The evolution of computers and the role of non–Von Neumann architecture
The influence of optical source on time consumption
Time-consumption performance
Signal-to-noise ratio
Fisher information
The role of interference
Fig. S1. The role of non–Von Neumann architecture.
Fig. S2. Time-consumption performance.
Fig. S3. Signal-to-noise ratio.
Reference (52)
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