
HW2

1. Find the linear least square square approximation for f(x) = x lnx
on [1, 3] (You can either use orthogonal polynomials or just the usual
basis {1, x}, whichever you like).

2. Let {φj}nj=0 be orthogonal functions on [a, b] with respect to weight
function w(x). We have known that the least square approximation
for f is given by

S(x) =
n∑

j=0

ajφj(x),

where

aj =

∫ b

a
w(x)f(x)φj(x) dx/

∫ b

a
w(x)φ2j (x) dx.

Consider the inner product we defined:

〈f, g〉w =

∫ b

a
w(x)f(x)g(x) dx.

(a). Show that
〈f, S〉w = 〈S, S〉w,

and thus the Pythagorean theorem holds

〈f − S, f − S〉w + 〈S, S〉w = 〈f, f〉w

Try to explain this using the triangles in the plane.

(b). Use Part (a) to show that the Bessel inequality holds, i.e.,

n∑
j=0

(
∫ b
a w(x)f(x)φj(x) dx)2∫ b

a w(x)φ2j (x) dx
≤

∫ b

a
w(x)f2(x) dx.

3. Consider the weight function w(x) = 1 +x2 on interval [−1, 1]. Try to
use the Gram-Schimdt process to obtain some orthogonal polynomials
with degrees 0, 1, 2.

4. Given the following table of data
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we want to find some function to fit the data. Hence, we desire to
write a short code to do this (this means you need to write a code to
generate the matrix and the right hand side of the linear system).

It is found that the variable y = lnR is roughly a polynomial of x =
lnW .

(a). Find the linear least square approximation for (x, y).

(b). Find the quadratic least square approximation for (x, y).

5. Find the Padé approximation R2,2(x) of f(x) = cosx at a = 0.

6. (This was not gone over in class. Bonus. 3 pts)

Using Padé approximation gives some rational function of the form

Rnm(x) =
Pn(x)

Qm(x)
,

which has the same derivatives as f up to order m+n. If we only use
polynomials, we need a polynomial of degree N = m+ n, denoted by
MN (x).

(a). Given x, analyze the number of operations (multiplications/divi-
sions and addtions/subtractions), if we compute Rnm(x) and MN (x)
directly.

(b). One can alternatively write Rnm(x) as the continued fraction
form. Analyze the number of operations for evaluating Rnm(x) in the
continued fraction form.
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