HW6

1. Consider the Conjugate Gradient algorithm in class. The search di-
rections are obtained as follows

p(U) —r0 —p— 420
For later directions, one construct
p(k+1) = pkt1) Skp(k)

One chooses s; such that p*t1 is A-orthogonal to p*). Fill in the
details (and repeat) in the proof in lecture notes to

e Show that p'’s are A-orthogonal search directions.
e Show that the formula for s can be simplified to the following.
‘T(kﬂ) ’2
Sp = —————.
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Find the lecture notes for the proof.
2. Find the singular value decomposition of
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3. Prove the following using singular value decomposition

e Show that the 2-norm of A is the largest singular value and the
Frobenius norm is the square root of the sum of sqaures of all
singular values.

Consider the SVD:
A=UxvT

where U is an m x m orthogonal matrix, V' is an n x n orthogonal
matrix, and Eij = O'Z'(Sij with o1 > 09 > -+ Omin(m,n) > 0.

Let D = X7y = (aféij)nxn and it is thus an n X n square matrix.
We have assumed o; = 0 for ¢ > min(m, n). The 2-norm is given

by

|All2 = \/p(ATA) = \[p(VETUTUSVT) =\ [p(V DVT)
~ V/o(D)

g1.



Above, we have used the fact A(VDVT) = \(D).
For the Frobenius norm, we have

lAlle = [> a2 = V(AT A) = /(v DVT)
=\/tr(DVTV) = /&r(D) = [ o2,

i

e Show that AAT and AT A have the same 2 norm.
Note that AA” is not the transpose of AT Al
Using the same SVD as above, we have

AAT =usxTu?, ATA=vDVT.

Since AAT is real symmetric, the 2-norms is the largest eigen-
value, or the spectral radius, given by p(XX7) = ¢f. Similarly,
IAT All2 = p(D) = of.

4. Write a code for power method and apply it to the following matrix
to find the leading eigen-pair:

-4 14 0
-5 13 0
-1 0 2

5. Suppose matrix A is a real matrix with eigenvalues |A1| > |Ao| > -+ >
|An|. Show that the power method still works even if the matrix A
does not have n eigenvectors (you may consider the Jordan canonical
form).

According to power method,
1
) — —Akwo,
Kk

where gy, is some scalar to make the || - ||oc norm to be 1. Clearly,
the point is to check how AFzg behaves. We want to say that the
component corresponding ot A\; dominates.

We use the Jordan canonical form:

A=prJjpt



According to the assumption, we know

A
J#z

Ju
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where J,,, are some Jordan blocks. Hence, the first column of P is
the eigenvector corresponding to A;. Though there are no enough
eigenvectors, we use the columns of P, {v1, - ,v,} , as the basis (the
generalization of eigenvectors):

Akxo = ijpil(z Oéi’Ui)
=1

Since I = P71P = P~ [vy, - ,v,], we find P~1v; = ¢; ( the vector
with ith component being 1 and others being zero.) Hence,

n n
Akx() = Z ai(PJk)i = al)\’fvl + Zaiwi,k
=1 =2

where B; means the ith column of B, and w; ) = (PJ*); = P(J*);.
The ith column of J* corresponds to one Jordan block: Jl’f , for some
£. Direct computation shows

min(n,k)
ki
Top = (el + F)e =% CluyF.
§=0

This shows that
n . .
wig] < C Y [kP el " < M.
=0
Note that py is A;. In other words,

‘Akxo — Oél/\]f1)1|
AP

The eigenvector then converges. Hence, the power method works.

6. This is about Householder transform



(a)

The Householder transform
P=1-2uwTw

is the identity matrix perturbed a rank 1 matrix. Show that n—1
eigenvalues are unchanged while one eigenvalue is changed to be
—1. (Hint: use the geometric meaning of the transform. Try to
identify the eigenvectors using the geometric meaning directly)
For identity matrix, all eigenvalues are 1. With the rank 1 per-
turbation —2ww?’, one eigenvalue is changed. To figure out how
this is changed, we check the geometric meaning.

According to the geometric meaning, w is an eigenvector with
egienvalue —1, while all the nonzero vectors perpendicular to w
are eigenvectors with eigenvalue 1. Since the space perpendicular
to w has dimension n — 1, we thus can find n — 1 independent
such eigenvectors. Hence, all the n eigenvectors are found.

Let H; be a Householder transform in R”~1. Show that transform

1 0
Q1:(0H1>

is also a Householder transform.

Let Hy = I,,—1 — 2w1w1T for some w; € R"! with |wy| = 1.
According to the formula, the matrix @) is doing the following:
the first component of x is unchanged, while for the other n — 1
components, it is doing the reflection by H;. Geometrically, it
should be a refection in R™ as well. This motivates us to consider

e

Q1 = I, — 2ww’.

Hence, we guess:

In fact, one can check this easily:

- r_ (1 0 - 0 0 _
I, — 2ww —<0 I+ 2 0 wlwlT =Q1.

Lastly, it is easy to see |w| = |w1| = 1. The claim is then proved.



7. Give a 2 x 2 matrix such that the diagonal elements of A in the QR
algorithm do not converge to the eigenvalues.

You can construct a matrix with complex eigenvalues. Other examples
are also possible, for example, many of you constructed A = [0, 1;1, 0]

8. Apply QR algorithm (you may code) to find all eigenvalues of the
following matrix (with accuracy 10~%)
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