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Abstract. We extend the Bloch-decomposition based time-splitting spectral method introduced in an ear-

lier paper [13] to the case of (non-)linear Klein-Gordon equations. This provides us with an unconditionally

stable numerical method which achieves spectral convergence in space, even in the case where the peri-

odic coefficients are highly oscillatory and/or discontinuous. A comparison to a traditional pseudo-spectral

method and to a finite difference/volume scheme shows the superiority of our method. We further estimate

the stability of our scheme in the presence of random perturbations and give numerical evidence for the

well-known phenomenon of Anderson’s localization.

version: February 15, 2008

1. Introduction

In this paper we consider the propagation of (nonlinear) high frequency waves in a one-dimensional
medium with a periodic microstructure. Such problems arise, e.g., in the study of composite materials,
photonic crystals, optic lattices [5]. For instance, the propagation of linearly polarized light in a fiber Bragg
grating with intensity dependent refraction-index χ, i.e. a so-called Kerr medium, can be modelled by the
nonlinear wave equation, cf. [6, 24],

(1.1)
∂2E

∂t2
= χlin(x)

∂2E

∂x2
− χlin(x)E − χnl(x)E3.

Here E is the remaining (single) component of the electric field, χlin denotes the square of the linear index
of refraction and χnl the corresponding nonlinear Kerr-susceptibility. Both coefficients are spatially periodic
functions.

In the following we shall be interested in the case where the typical wavelength is comparable to the
period of the medium, and both of which are assumed to be small on the length-scale of the considered
physical domain, i.e. on the scale observation. This consequently leads us to a problem invoking two-
scales where from now on we shall denote by 0 < ε ¿ 1 the small dimensionless parameter describing the
microscopic/macroscopic scale ratio. In this paper we shall study of the following class of (one-dimensional)

2000 Mathematics Subject Classification. 65M70, 74Q10, 35B27, 81Q20.

Key words and phrases. Klein-Gordon equation, Wave propagation, Bloch decomposition, time-splitting spectral method,

periodic structure, Anderson localization.

This work was partially supported the Austrian-Chinese Technical-Scientific Cooperation Agreement, the NSF grant

No. DMS-0608720, the NSFC Projects 10301017, 10676017, and 10228101, and the National Basic Research Program of China,

grant no. 2005CB321701. S. Jin was also supported by a “Van Vleck Distinguished Research Prize” from the University of

Wisconsin-Madison. C. Sparber. has been supported by the “APART grant” of the Austrian Academy of Science. P. Markowich

acknowledges support from the Royal Society through his “Wolfson Research Merit Award”.

1



2 Z. HUANG, S. JIN, P. A. MARKOWICH, AND C. SPARBER

Klein-Gordon type equations





∂2u

∂t2
=

∂

∂x

(
aΓ

(x

ε

) ∂u

∂x

)
− 1

ε2
WΓ

(x

ε

)
u + f(x), x ∈ R, t > 0,

u
∣∣
t=0

= u0(x),
∂u

∂t

∣∣
t=0

= v0(x),
(1.2)

with given initial data u0(x), v0(x) ∈ R and f(x) ∈ R describing some slowly varying source term. A
nonlinear version of this model, similar to equation (1.1), will also be considered later on (see Example 3.3).
The highly oscillatory coefficients aΓ(y),WΓ(y) ∈ R are assumed to be periodic with respect to some regular
lattice Γ ' Z. Equation (1.2) henceforth describes the propagation of waves on macroscopic length- and
time-scales.

Concerning the numerical simulation of such problems, we note that in [8] Fogarty and LeVeque provided
high-resolution finite-volume methods for acoustic waves propagation in periodic and random media. The
reader can find more related works in [17, 19]. Indeed, the main computational challenge in the simulations of
equations like (1.2), stems from the fact that the computational grid size must be small enough to capture the
microscopic details of the medium, or, equivalently, the shortest wavelength. Furthermore, having in mind
the CFL conditions in traditional finite-difference or finite-volume schemes, also the time-steps have to be
chosen small enough, i.e. O(ε). Therefore, the overall computational costs become prohibitively expensive.

One possibility to circumvent such problems is to entirely rely on homogenized equations which approxi-
mate (1.2) in the limit ε → 0, cf. [1, 5, 23, 24] for the derivation of such models. Numerical studies in this
spirit can be found in [22] where the authors derive an effective dispersive model describing wave propaga-
tion in a periodic medium. Similarly, Kevorkian and Bosley [16] considered hyperbolic conservation laws
with rapidly varying, spatially periodic fluctuations by multiple asymptotic analysis. Numerical approaches
on the related problem of linear Schrödinger equation with a periodic potential were studied in [11, 12].
However, by passing to an effective (homogenized) equation, one usually looses all details of the underlying
microscopic dynamics. In particular this prohibits one to simulate and compare the behavior for different
choices for ε > 0. It is therefore highly desirable to design a numerical method that, for any given wave-
length, i.e. for any given choice of ε, allows for rather large mesh-size and/or time-steps. We have done so in
our earlier works [13, 14], where we considered (nonlinear) Schrödinger equations with periodic potentials.
There, we developed a Bloch-decomposition based spectral method for which has been demonstrated to be
superior to traditional Fourier spectral methods. The main advantages of our new method include: Spectral
accuracy in space even in the case of discontinuous periodic coefficients and the possibility of choosing large
time steps, i.e. of order O(1), even for small wave length. In the present work, we shall extend our Bloch-
decomposition based time-splitting scheme to evolutionary problems of the above given Klein-Gordon type
(including nonlinearities).

We outline the contents of the paper here. We first give a short review on the analytical background of
the Bloch decomposition in Section 2 and we consequently show how to apply it numerically to equations of
the form (1.2). Next, we compare our method with the more traditional pseudo-spectral method and with a
finite-volume scheme in Section 3. In particular, we also include a (weakly) nonlinear case there. In Section
4 we shall also take into account random coefficients aΓ(ω, y) to test the stability of our scheme with respect
to random perturbations. Finally, we shall study the wave propagation in random media and give numerical
evidence for the emergence of so-called Anderson’s localization.



WAVE PROPAGATION IN PERIODIC MEDIA 3

2. Description of the Bloch-decomposition based numerical method

In this section we will briefly recapitulate the numerical method developed in [13] and discuss its extension
to the Klein-Gordon equation (1.2). For the convenience of the reader we shall first recall some basic
definitions and important facts which are used when dealing with periodic operators.

2.1. Review of the Bloch decomposition. For definiteness, we shall assume from now on that

(2.1) aΓ(y + 2π) = aΓ(y), WΓ(y + 2π) = WΓ(y), ∀ y ∈ R,

i.e. Γ = 2πZ. Here, and in all what follows we shall always denote y = x/ε. Furthermore, we assume that

(2.2) aΓ (y) ≥ a0 > 0, ∀ y ∈ [0, 2π].

in order to ensure ellipticity in the eigenvalue-problem (2.3) below. For Γ = 2πZ, it holds [3]:

• The fundamental domain of our lattice is C = (0, 2π).
• The dual lattice Γ∗ is simply given by Γ∗ = Z.
• The fundamental domain of the dual lattice B = C∗, i.e. the (first) Brillouin zone, is B =

(− 1
2 , 1

2

)
.

Next, consider the eigenvalue problem,

(2.3)
(
− ∂

∂y

(
aΓ(y)

∂

∂y

)
+ WΓ(y)

)
ϕm(y, k) = λm(k)ϕm(y, k),

subject to the quasi-periodic boundary condition

(2.4) ϕm(y + 2π, k) = ei2πkyϕm(y, k), ∀ k ∈ B.

Under the assumption (2.1), (2.2), it is well known (see [28, 5]), that the problem (2.3) admits has a countable
family of real eigenvalues λm(k) ≡ E2

m(k) ≥ 0, which can be ordered according to

E2
1(k) ≤ E2

2(k) ≤ · · · ≤ E2
m(k) ≤ · · · , m ∈ N,

taking into account the respective multiplicity. The set {E2
m(k) | k ∈ B} ⊂ R is called the m-th energy band

of the operator H. (In the following the index m ∈ N will always denote the band index.) Correspondingly,
there exists a complete set of eigenfunctions ϕm(y, k), m ∈ N, which, for each fixed k ∈ B, provide an
orthonormal basis in L2(C).

By solving the eigenvalue problem (2.3), the Bloch decomposition allows to decompose the Hilbert space
H = L2(R) into a direct sum of orthogonal band spaces [18, 20, 28], i.e.

L2(R) =
∞⊕

m=1

Hm, Hm :=
{

ψm(y) =
∫

B
Ψ(k) ϕm(y, k) dk, Ψ ∈ L2(B)

}
.(2.5)

This consequently allows us to write

(2.6) ∀ψ ∈ L2(R) : ψ(y) =
∑

m∈N
ψm(y), ψm ∈ Hm.

The corresponding projection of ψ onto the m-th band space is given by [18]

(2.7) ψm(y) ≡ (Pmψ)(y) =
∫

B
Cm(k)ϕm (y, k) dk,

where we denote by

(2.8) Cm(k) :=
∫

R
ψ(ζ)ϕm (ζ, k) dζ,
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the coefficient of the Bloch-decomposition.

2.2. The Bloch decomposition based split-step algorithm. In [13] we introduced a numerical method
for periodic Schrödinger equations, which is based on the Bloch decomposition described above. In order to
make the present paper self-contained, we shall recall here the most important steps of our algorithm and
show how to apply it to equations of the form (1.2). For more details, discussion etc. we refer to [13, 14].

As a necessary preprocessing, we first need to calculate the energy bands Em(k) as well as the eigen-
function ϕm(y, k) from (2.3). In d = 1 dimension this is rather easy as has been described in [13]. We shall
therefore not go into details here and only remark that the numerical cost for this preprocessing does not
depend on the spatial grid chosen to simulate the considered evolutionary problem. These costs are therefore
almost negligible when compared to the costs spent in the evolutionary algorithms below.

We consider the equation (1.2) on a bounded domain D = [0, 2π] supplemented by periodic boundary
conditions. This represents an approximation of our (one-dimensional) whole-space problem, as long as the
observed solution u(t, x) does not touch the boundaries x = 0, 2π. Let L ∈ N be the number of lattice cells
within this computational domain D, and further let R ∈ N be the number of grid points in each lattice cell.
This consequently yields the following discretization

(2.9)





k` = − 1
2

+
`− 1

L
, where ` = {1, · · · , L} ⊂ N,

yr =
2π(r − 1)

R
, where r = {1, · · · , R} ⊂ N.

Thus, for any time-step tn, we evaluate u(tn, ·), the solution of (1.2), at the grid points

(2.10) x`,r = ε
(
2π(`− 1) + yr

)
.

Let us introduce the following unitary transformation of ψ ∈ L2(R)

(2.11) (T ψ)(y, k) ≡ ψ̃(y, k) :=
∑

γ∈Z
ψ(ε(y + 2πγ)) e−i2πkγ , y ∈ C, k ∈ B,

such that ψ̃(y + 2π, k) = e2iπkψ̃(y, k) and ψ̃(y, k + 1) = ψ̃(y, k). In other words ψ̃(y, k) admits the same
periodicity properties w.r.t. k and y as the Bloch eigenfunction ϕm(y, k). Thus we can decompose ψ̃(y, k)
as a linear combination of such states ϕm(y, k). The transform T allows to circumvent the implementation
of a numerical Bloch transformation and to solely rely on the classical Fast Fourier transform (FFT). Note
that the following inversion formula for T holds

(2.12) ψ(ε(y + 2πγ)) =
∫

B
ψ̃(y, k) ei2πkγdk.

Moreover one easily sees that the Bloch coefficient, defined in (2.8), can be equivalently be written as

(2.13) Cm(k) =
∫

C
ψ̃(y, k)ϕm (y, k) dy.

We are now in position to set up the time-splitting algorithm. We solve (1.2) in two steps.

Step 1. First, we solve the system of equations

(2.14)





∂u

∂t
= v, u

∣∣
t=0

= u0(x),

∂v

∂t
=

∂

∂x

(
aΓ

(x

ε

) ∂u

∂x

)
− 1

ε2
WΓ

(x

ε

)
u, v

∣∣
t=0

= v0(x),
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on a fixed time-interval4t. To do so we consider for each fixed t ∈ R, the corresponding transformed solution
(T u(t, ·)) ≡ ũ(t, y, k) and (T v(t, ·)) ≡ ṽ(t, y, k), where T is defined in (2.11). We consequently decompose
ũ(t, y, k) according to

(2.15) ũ(t, y, k) =
∑

m∈N
(Pmũ) =

∑

m∈N
Cm(t, k)ϕm (y, k) ,

and we likewise decompose ṽ(t, y, k) as

(2.16) ṽ(t, y, k) =
∑

m∈N
(Pmṽ) =

∑

m∈N
Dm(t, k)ϕm (y, k) .

Of course, in our numerical implementation, we have to truncate this summations at a certain fixed M ∈ N.
This M has to be chosen large enough to ensure mass conservation, i.e. conservation of the (discrete)
L2-norm. In the following we typically choose M = 32. By (2.3), this consequently yields the following
evolutionary equation for the coefficients Cm(t, k) and Dm(t, k)

(2.17)
∂Cm

∂t
= Dm,

∂Dm

∂t
= −E2

m(k)
ε2

Cm.

The corresponding solutions are given by

Cm(t, k) =
1
2

(
Cm(0, k)− iεDm(0, k)

Em(k)

)
eiEm(k)t/ε +

1
2

(
Cm(0, k) +

iεDm(0, k)
Em(k)

)
e−iEm(k)t/ε,

and similarly

Dm(t, k) =
1
2

(
Dm(0, k) +

iEm(k)Cm(0, k)
ε

)
eiEm(k)t/ε +

1
2

(
Dm(0, k)− iEm(k)Cm(0, k)

ε

)
e−iEm(k)t/ε.

We consequently obtain ũ and ṽ at the time t∗ = t +4t by summing up all band contributions, i.e.

ũ(t∗, y, k) =
∑

m∈N
Cε

m(t∗, k)ϕm (y, k) , ṽ(t∗, y, k) =
∑

m∈N
Dε

m(t∗, k)ϕm (y, k) .(2.18)

Finally, we perform the inverse transformation (2.12), to obtain

(2.19) u(t∗, y) = T −1ũ(t∗t, y, k), v(t∗, y) = T −1ṽ(t∗, y, k),

which concludes the numerical procedure performed within Step 1.

Step 2. In the second step, we solve the ordinary differential equations

∂u

∂t
= 0,

∂v

∂t
= f(x),(2.20)

on the same time-interval as before, where the solution obtained in Step 1 serves as initial condition for Step
2. Clearly, these equations can be solved exactly via

(2.21) u(t, x) = u(0, x), v(t, x) = v(0, x) + tf(x).

The above given algorithm is (formally) first order in time. To obtain a second order method we shall
implement it using Strang’s splitting, i.e. we perform Step 1 with time-step 4t/2, then Step 2 with 4t and
finally once again Step 1 with 4t/2.
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3. Numerical simulations and comparison to other methods

In this section, we present some numerical simulations to show the efficiency of our new method. In our
numerical tests we will always choose aΓ(y) as

(3.1) aΓ (y) = 2 + cos(y).

Concerning WΓ(y), we either choose it to be smooth and given by

(3.2) WΓ (y) = 1 + cos(y),

or discontinuous, where

(3.3) WΓ(y) = 1−
∑

γ∈Z
1x∈[π

2 +2πγ, 3π
2 +2πγ].

The latter is known as the Kronig-Penney model.

3.1. Pseudo-Spectral and Finite Volume Methods. To show the efficiency of our new method, we
shall compare it with the more traditional pseudo-spectral method and a finite volume scheme. Indeed,
Pseudo-spectral schemes already proved to be successful in similar circumstances, cf. [4, 15]. Let us briefly
sketch how one proceeds there:

Step 1. In the first step we solve, as before, the system

∂u

∂t
= v,

∂v

∂t
=

∂

∂x

(
aΓ

(x

ε

) ∂u

∂x

)
− 1

ε2
WΓ

(x

ε

)
u,(3.4)

on a fixed time-interval4t. In contrast to the above approach we shall now invoke the Fast Fourier Transform
and solve

∂û

∂t
= v̂,

∂v̂

∂t
= iξ

(
aΓ

( ·
ε

)
(iξû)∨

)∧
− 1

ε2

(
WΓ

( ·
ε

)
u
)∧

,(3.5)

where “∧” and “∨” denotes the FFT and the inverse FFT, respectively and ξ ∈ R is the Fourier-dual variable
to x.

Step 2. The second step is then as described above in (2.20), (2.21).

Again, we shall implement this scheme by using Strang’s splitting to obtain a method which is (formally)
second order in time. Thus, both methods essential differ in their treatment of the spatially periodic op-
erators. For our method, this treatment is basically exact (up to truncation errors) but it requires some
pre-processing, namely the computation of the Bloch bands.

Since the finite volume method nowadays is already classic, we do not go into further details but only
refer to the book [17]. In order to compare the different numerical algorithms we denote by uFV(t, x) the
solution gained from the standard second order finite volume method [17], uSP(t, x) the solution gained from
the standard pseudo-spectral method, whereas uBD(t, x) denotes the solution obtained by our new method
based on Bloch’s decomposition. All methods will be compared to an “exact” solution u(t, x), which is
obtained using a very fine spatial grid and very small time step. The corresponding numerical error will be
computed as

EBD/SP/FV (t) =

∥∥u(t, ·)− uBD/SP/FV(t, ·) ∥∥
L2(R)

‖u(t, ·)‖L2(R)

.
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3.2. Numerical simulations. We shall first consider two examples of linear Klein-Gordon waves in periodic
media and then study a nonlinear case.

Example 3.1. (Linear waves without forcing) Consider the Klein-Gordon problem (1.2) with f(x) ≡ 0
and ε-independent initial data

u0(x) =
(

2ν

π

)1/4

e−ν(x−π)2 , v0(x) = 0.(3.6)

In the following we will only show the case where ν = 6.

Since in this case, we do not include a slowly varying forcing term f(x), our Bloch-decomposition based
method can solve the problem in one step, i.e 4t = T . But in order to have a fair comparison between
the three methods, we note that for the finite-volume and the pseudo-spectral scheme we need to choose
4t/4x = O(ε) according to their CFL condition. We therefore have to choose 4t small enough in order to
extract the corresponding convergence rates. Nevertheless, Table 2 shows that one still obtains quite poor
convergence rates for SP and FV, if WΓ is non-smooth. More precisely, Table 1 shows that our new method
achieves spectral convergence in space even for a single time-step computation. In comparison to that the
standard pseudo-spectral method and the finite volume scheme achieve spectral/second order convergence
in space and second order convergence in time only for 4t ¿ ε. From Table 2 we conclude that even if WΓ

is non-smooth, our new method still achieves spectral convergence with 4t = T . In this case, the other two
methods are even worse, as they achieve only first order convergence in space. The advantage of our method
becomes more apparent as ε becomes smaller.

Table 1. Convergence tests for Example 3.1 with aΓ given by (3.1), WΓ given by (3.2),
t = 0.1, ε = 1

32 . For BD: 4t = 0.1, for SP and FV: 4t = 1
100000 .

4x π/128 π/256 π/512 π/1024

EBD(t) 6.92E− 3 9.01E− 4 9.12E− 6 6.58E− 10

Convergence order 2.9 6.6 13.8

ESP (t) 5.45E− 3 7.84E− 4 8.08E− 6 5.27E− 9

Convergence order 2.8 6.6 10.6

EFV (t) 1.72E− 2 4.68E− 3 1.19E− 3 2.98E− 4

Convergence order 1.9 2.0 2.0

Table 2. Convergence tests for Example 3.1 with aΓ given by (3.1), WΓ given by (3.3),
t = 0.1, ε = 1

32 . For BD: 4t = 0.1, for SP and FV: 4t = 1
100000 .

4x π/128 π/256 π/512 π/1024

EBD(t) 5.17E− 3 7.16E− 4 6.65E− 5 1.09E− 6

Convergence order 2.8 3.4 5.9

ESP (t) 1.16E− 1 5.54E− 2 2.70E− 2 1.33E− 2

Convergence order 1.1 1.0 1.0

EFV (t) 1.24E− 1 5.75E− 2 2.76E− 2 1.35E− 2

Convergence order 1.1 1.0 1.0
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Example 3.2. (Oscillatory initial data) Consider the Klein-Gordon equation (1.2) with a forcing term
given by

(3.7) f(x) =
(

2
πεβ

)1/4

e−(x−π)2 .

Here, β > 0 is some given parameter, describing the strength of the forcing. The case where β = 2 is the
physically most relevant one but we shall also consider other cases, cf. Figure 1. The initial data are now
assumed to be in WKB-type form, i.e. including ε-oscillations. More precisely we choose

(3.8) u0(x) = α(x) cos
(

kx

ε

)
, v0(x) =

α(x)
ε

sin
(

kx

ε

)
,

where the ε-independent amplitude α(x) is given by

(3.9) α(x) =
(

2ν

π

)1/4

e−ν(x−π)2 .

In the following we will only show the results for ν = 6 and k = 1. This WKB initial data describe spatially
modulated waves with rapidly varying phase [5].

The results for this example are shown in Figure 1 and Tables 3–4: Because of the presence of a source
term, we can no longer do a “one-step computation” as above. Nevertheless we can still use quite large
time steps 4t, to get the satisfactory results. For smooth WΓ, the Bloch-decomposition based method and
the pseudo-spectral scheme yield spectral convergence rates in space and since we use Strang’s splitting, the
discretization errors in time are O(4t2). However, the Bloch-decomposition based method allows for much
bigger time steps. In particular, we can choose time-steps which are independent of ε. Also note that even
in cases where both methods have the same spatial and temporal convergence order, our new method yields
a smaller error w.r.t. the exact solution.

For a non-smooth coefficient WΓ, the Bloch-decomposition based method is still spectrally accurate in
space and second order in time, while the pseudo-spectral scheme, roughly speaking, is only first order in
space and at most first order in time.

Table 3. Convergence tests for Example 3.2 with aΓ given by (3.1), WΓ given by (3.2),
t = 0.1, ε = 1

128 , and β = 2.

4t = 1
100000

4x π/256 π/512 π/1024 π/2048

EBD(t) 2.83E− 1 5.83E− 2 1.85E− 3 4.04E− 6

Convergence order 2.3 5.0 8.8

ESP (t) 1.55E− 1 5.04E− 2 1.21E− 2 2.93E− 4

Convergence order 1.6 2.1 5.4

4x = π
8192

4t 1/40 1/80 1/160 1/320

EBD(t) 1.76E− 1 4.16E− 2 1.02E− 2 2.54E− 3

Convergence order 2.0 2.0 2.0

4t 1/160 1/320 1/640 1/1280

ESP (t) 4.53E− 1 1.13E− 1 2.83E− 2 7.05E− 3

Convergence order 2.0 2.0 2.0
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Table 4. Convergence tests for Example 3.2 with aΓ given by (3.1), WΓ given by (3.3),
t = 0.1, ε = 1

128 , and β = 2.

4t = 1
100000

4x π/256 π/512 π/1024 π/2048

EBD(t) 6.75E− 1 1.38E− 1 4.04E− 3 1.31E− 5

Convergence order 2.3 5.1 8.3

ESP (t) 7.63E− 1 3.75E− 1 1.77E− 1 8.85E− 2

Convergence order 1.1 1.0 1.0

4x = π
8192

4t 1/50 1/100 1/200 1/400

EBD(t) 2.34E− 1 5.64E− 2 1.39E− 2 3.50E− 3

Convergence order 2.1 2.0 2.0

4t 1/2000 1/4000 1/8000 1/16000

ESP (t) 8.52E− 2 4.52E− 2 2.41E− 2 1.38E− 2

Convergence order 0.9 0.9 0.8
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Figure 1. Example 3.2: aΓ given by (3.1), WΓ given by (3.3), ε = 1
32 , 4t = 1

10 , 4x = π
512 .
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Finally we shall also consider a nonlinear version of (1.2), which is motivated by the model of light
propagation in a Kerr medium (1.1).

Example 3.3. (Nonlinear wave propagation) Consider the following Klein-Gordon equation with cubic
nonlinearity

(3.10)
∂2u

∂t2
=

∂

∂x

(
aΓ

(x

ε

) ∂u

∂x

)
− 1

ε2
WΓ

(x

ε

)
u + εκ−2χ

(x

ε

)
u3.

where κ > 0, describes the strength of the nonlinearity. In the following we choose

(3.11) χ(y) = cos(y)

to describe the nonlinear response of the periodic medium. Of particular interest in this setting is the problem
of nonlinear interaction of Bloch bands. In [14] we did an extensive numerical study of this problem in the
case of nonlinear Schrödinger equations. In order to study, at least qualitatively, this problem also for the
class of equations given by (3.10) we shall in the following consider an initial data u0, which is concentrated
in a single Bloch band. More precisely we choose

u0(x) = Pm0

((
1
π

)1/4

e−
(x−π)2

2ε

)
, v0(x) = 0.(3.12)

where Pm0 denotes the projection onto the m0-th band as defined in (2.7). In the following we shall only
show the results for m0 = 1 and a non-smooth WΓ given by (3.3).

Figure 2, shows the numerical results without nonlinear term. Note that in this case the m0-th band is
stable under the time-evolution, i.e. there is no energy-transfer to other bands. In Figure 3, the numerical
results for different choices of κ are shown. We can see that when κ becomes smaller, there will more energy
transfer between the bands, caused by the nonlinearity. Note that in the so-called weakly nonlinear case
where κ ≥ 2, our numerical results are consistent with those given in [24].

Finally we shall also in this nonlinear case compare our new numerical scheme to the traditional pseudo-
spectral method. The results for κ = 3 are shown in Table 5. Our new method again yields better convergence
rates than the traditional approaches.

Table 5. Convergence tests for example 3.3, t = 1, ε = 1
32 , κ = 3.

4t = 1
10000

4x π/128 π/256 π/512 π/1024

EBD(t) 4.51E− 1 6.03E− 2 2.86E− 3 2.99E− 6

Convergence order 2.9 4.4 9.9

ESP (t) 6.51E− 1 3.35E− 1 1.87E− 1 1.01E− 1

Convergence order 1.0 0.8 0.9

4x = π
8192

4t 1/10 1/20 1/40 1/80

EBD(t) 6.02E− 2 1.36E− 2 3.33E− 3 8.25E− 4

Convergence order 2.1 2.0 2.0

4t 1/100 1/200 1/400 1/800

ESP (t) 6.36E− 2 2.28E− 2 8.77E− 3 4.49E− 3

Convergence order 1.5 1.4 1.0
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Figure 2. Example 3.3: χ ≡ 0, ε = 1
32 , 4t = 1

10 , 4x = π
512 .

In summary we find that in our method the time-steps can be chosen substantially larger than for the
traditional pseudo-spectral method or the finite volume scheme. Indeed it is shown by the given examples,
that our method (which moreover is unconditionally stable) is always spectrally accurate in space and second
order in time even in a weakly nonlinear problem and even in situations with non-smooth coefficients.

4. Random coefficients: Stability tests and Anderson localization

In this last section we present numerical studies for the Klein-Gordon equation (1.2) including random
coefficients. This describes waves propagating in disordered media, a topic of intense physical and mathe-
matical research, cf. [21] for a general introduction. To this end, we shall first study the stability of our
method w.r.t. to random perturbations.

4.1. Stability of the Bloch-decomposition based algorithm. The purely periodic coefficients aΓ(y)
and WΓ(y) describe an idealized situation where no defects are present within the material. More realistic
descriptions for disordered media usually rely on the introduction of random perturbations within these
coefficients and we wish to include such random perturbations also in our numerics. Since our numerical
method relies on {ϕm(y, k)}M

m=1 as basis functions, the stability of our method w.r.t. to perturbation of
these Bloch functions is an important question.

To this end we consider, instead of (2.3), (2.4), the randomly perturbed eigenvalue problem

(4.1)
(
− ∂

∂y

(
aΓ(ω, y)

∂

∂y

)
+ WΓ(y)

)
ϕm(ω, y, k) = λm(ω, k)ϕm(ω, y, k),
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Figure 3. Example 3.3: Here ε = 1
32 , 4t = 1

10 , 4x = π
512 .

subject to the quasi-periodic boundary condition. Here, the coefficient aΓ = aΓ(ω, y) is assumed to be a
function of a uniformly distributed random variable ω with mean zero and variance σ2 ≥ 0. In the following
we shall vary σ in such a way that we do not loose the uniform ellipticity, i.e. we have, as before, that
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λm(ω, k) ≥ 0 (for every realization of ω) and we consequently set Em(ω, k) =
√

λm(ω, k). Note that we do
not any assume randomness in WΓ, since this would only result in a shift of the eigenvalues.

In our algorithm we shall now solve the random eigenvalue problem (4.1), for different choices of σ,
to obtain the corresponding eigenvalues λm(ω, k) and eigenfunctions ϕm(ω, y, k). We shall then take the
average of them and use these averaged quantities in our Bloch decomposition based algorithm (as described
in Section 2). The solution of (1.2) which is obtained via this procedure will be denoted by uσ(t, x) and we
shall compare it (for different choices of σ) to u(t, x), which is the solution to the same equation without
noise, i.e. where aΓ = aΓ(y).

Example 4.1. (Stability test) Consider (1.2) with f(x) ≡ 0 and initial data

(4.2) u0(x) =
(

2
πε

)1/4

e−
(x−π)2

ε , v0(x) = 0.

The random coefficient aΓ is chosen as

aΓ(ω, y) = aΓ(y) + ω, aΓ (y) = 2.5 + cos(y),(4.3)

i.e. including an additive noise. For a given choice of σ we numerically generate N ∈ N realizations of ω and
consequently take the ensemble average. In our examples we usually choose N = 100. Figure 4 shows the
average of the first few Bloch bands, i.e.

(4.4) Em(k) := E{Em(ω, k)} ≈ 1
N

N∑

`=1

Em(ω`, k),

for different values of σ.
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Figure 4. Example 4.1: The first five averaged Bloch bands Em(k) = E{Eω
m(k)} for dif-

ferent choices of σ.
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In Figure 5, we show a comparison between the solution uσ(t, x) with noise and the solution u(t, x)
without noise. To this end we consider two different kinds of errors

(4.5) ∆σ
∞(t) := ‖u(t, ·)− uσ(t, ·)‖L∞(R), ∆σ

2 (t) := ‖u(t, ·)− uσ(t, ·)‖L2(R).

Numerically, we find that ∆σ
∞ ∼ σ, and ∆σ

2 ∼ σ‖u(t, ·)‖L2(R).
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Figure 5. Example 4.1: ε = 1
32 , 4t = 1

10 , 4x = π
512 .

We shall finally turn our attention to the numerical study of so-called Anderson’s localization.

4.2. Numerical Evidence for the Anderson’s localization. The phenomenon of Anderson’s localiza-
tion, also known as the strong localization, describes the absence of dispersion for waves in random media
with sufficiently strong random perturbations. It has been predicted by P. W. Anderson in the context of
(quantum mechanical) electron dynamics [2] but is now regarded as a general wave phenomenon that applies
to the transport of electromagnetic or acoustic waves as well, cf. [7, 25, 27].

In the following, we shall again assume that aΓ = aΓ(ω, y) depends on a uniformly distributed random
variable ω with mean zero and variance σ2. We then study the random Klein-Gordon equation





∂2uω

∂t2
=

∂

∂x

(
aΓ

(
ω,

x

ε

) ∂uω

∂x

)
− 1

ε2
WΓ

(x

ε

)
uω + f(x),

uω
∣∣
t=0

= u0(x),
∂uω

∂t

∣∣
t=0

= v0(x),
(4.6)

which describes the propagation of waves in disordered media. In order to realize the emergence of this
localization phenomena we consider the local energy density eω(t, x) of the solution uω(t, x) given by [5]

(4.7) eω(t, x) :=
1
2

(∣∣∣∣
∂uω

∂t

∣∣∣∣
2

+ aΓ

(
ω,

x

ε

) ∣∣∣∣
∂uω

∂x

∣∣∣∣
2

+
1
ε2

WΓ

(x

ε

)
|uω|2

)
.

The total energy Eω
0 (t) of uω(t, x) is then given by the zeroth spatial moment of eω(t, x), i.e.

(4.8) Eω
0 (ω, t) =

∫

R
eω(t, x)dx,
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and we likewise define

(4.9) Eω
2 (ω, t) =

∫

R
x2eω(t, x)dx,

which measures the spread of the wave. It represents the mean square of the distance of the wave from the
origin at time t. Note that in the case, where f(x) ≡ 0 (no source term), we have energy conservation, i.e.
Eω

0 (t) = Eω
0 (0). We consequently consider the function

(4.10) A(t) :=
E{Eω

2 (t)}
E{Eω

0 (t)} ,

where E again denotes the mathematical expectation. The quantity A(t) has been introduced in [9] as a
measure for the presence of Anderson’s localization. In the absence of any random perturbation A(t) should
grow quadratically in time whereas in the case of the Anderson localization A(t) should grow only linearly
(indicating diffusive behavior) and eventually become a constant in time [9, 25, 27].

Example 4.2. (Anderson’s localization for additive noise) Here we also consider (4.6) with f(x) ≡ 0
and aΓ(ω, y) is given by (4.3), the potential WΓ is given by (3.3) and the initial data are chosen as (4.2). Now
we do a different test with random perturbation. We then solve the Klein-Gordon equation (4.6) with 100
different realizations of the random variable ω. Finally we take an ensemble average to obtain E{uω(t, x)},
cf. Figure 6.

Figure 7 shows the behavior of the function A(t): As we see it first grows almost linearly in t, a typical
diffusive behavior, and then, around t = 2 it flattens. The latter is a strong indication of Anderson’s
localization [2, 7, 9, 25, 27].
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Figure 6. Example 4.2: The averaged solution at time t = 1 and t = 2 for different choices
of σ (ε = 1

64 ).

Example 4.3. (Anderson’s localization for multiplicative noise) Finally, consider (4.6) with f(x) ≡ 0,
WΓ given by (3.3), and the same initial data as before, but this time we choose

aΓ(ω, y) = 1.5 + ω aΓ(y), aΓ (y) = cos(y),(4.11)
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Figure 7. Example 4.2: The graphs of A(t) for different σ (ε = 1
64 ).

i.e. a multiplicative noise. The initial data u0, v0 and the coefficient WΓ are chosen as in Example 4.2 above.
The results shown in Figure 8 are qualitatively similar to those found before. Thus we again have numerical
evidence for the emergence of Anderson’s localization.
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Figure 8. Example 4.3: the graphs of A(t) for different choices of σ (ε = 1
64 ).
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