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Abstract

An implicit asymptotic-preserving and energy-charge-conserving (APECC) Particle-In-Cell

method is proposed to solve the Vlasov-Maxwell (VM) equations in the quasi-neutral regime.

Charge conservation is enforced by particle orbital averaging and fixed sub-time steps. The

truncation error depending on the number of sub-time steps is further analyzed. The Crank-

Nicolson method is used to exactly conserve the discrete energy. The key step in the asymptotic-

preserving iteration for the nonlinear system is based on a decomposition of the current density

in the Maxwell model from the Vlasov equation. Moreover, we show that the convergence is

independent of the quasi-neutral parameter. Using extensive numerical experiments, we show

that the proposed method can achieve asymptotic preservation and energy-charge conservation.

Keywords: Vlasov-Maxwell, Quasi-neutrality, Asymptotic-Preserving, Energy-charge conser-

vation.

1 Introduction

The Vlasov-Maxwell (VM) system is of great importance in the modeling of collisionless mag-

netized plasmas, with a wide range of applications to fusion devices, high-power microwave genera-

tors, and large-scale particle accelerators. The VM system is a coupling of a kinetic equation and a

field equations, in which The Vlasov equation describes the motion of microscopic particles, while

the electromagnetic field is a solution of the Maxwell equations coupled to the Vlasov equations

through the electrical charge and current.
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After scaling, the dimensionless VM system (see Section 2) depends on the scaled Debye

length λ. It is the ratio of the physical Debye length λD, which is the distance traveled by a

particle at thermal velocity in 1/2π of a plasma cycle, to a spatial scale and is related to the

plasma frequency [1, 6]. In the scaled model, the parameter λ appears in the Maxwell-Ampère

equation and in Gauss’s law. The electric field cannot be obtained explicitly due to the singular

nature of the quasi-neutral limit. In addition, the scaled Debye length λ controls the temporal

and space frequencies of plasma oscillations and electromagnetic waves, which may become large

when λ → 0. Therefore, the classical explicit scheme enforces small mesh sizes and time steps

to resolve the quasi-neutral parameter. More challenging is the fact that the parameter may

vary by orders of magnitude over time and space, which makes traditional domain decomposition

methods [18,19,22,35] impossible. A good choice is the Asymptotic-Preserving (AP) scheme, first

coined in [29], which switches from a microscopic solver to the macroscopic solver automatically.

For more representative AP schemes, we refer to [30]. In literature, a range of AP schemes have been

developed for various plasma models in the quasi-neutral regime, including the Euler-Poisson [14],

Euler-Maxwell [17], and Vlasov-Poisson systems [16, 25, 26]. For the Vlasov-Maxwell, Degond etc.

developed an AP scheme [15] by reformulating the VM system to unify the quasi-neutral model

and non-neutral model in a single set of equations.

The VM system itself is energy-charge conserving. But all the aformentioned AP schemes

do not conserve the total discrete energy. Numerical noise introduces spurious energies that can

erroneously feed plasma instabilities leading to unphysical results. In the study of plasma simula-

tions, it is essential to observe the transformation of energy from one component to another. Most

energy-conserving methods are based on implicit methods [7, 9–11, 31, 32]. They relax time-step

constrains for stability and have a good property in long time computation.

Clearly, all the fully implicit methods are consistent with both non-neutral and quasi-neutral

models. However, a fully implicit discretization requires the solution of a nonlinear system. The

convergence of iterative algorithms is severely affected by the small parameter λ. The iterations do

not even converge when λ tends to zero. This is because the iterative procedure is usually based

on a linearized approach, which leads to the enforcement of some nonlinear constraints depending

on λ. There are not many studies that satisfy both energy-charge conservation and asymptotic

preservation. Most recently, Ji etc. proposed an Asymptotic-Preserving and energy-conserving

(APEC) scheme [28] based on the AP scheme through a Lagrange multiplier to correct the kinetic

energy. The goal of this paper is to design, analyze and validate an implicit Asymptotic-Preserving

and energy-charge conserving (APECC) Particle-In-Cell method for VM system of plasma physics

near quasinutrality. Our AP methodology is partly motivated by the work of Filbet and Jin [21],

which is applied to physical problems with stiff source terms that admit stable and unique local

equilibrium. However their method was not aimed at nonlinear iterations. The contributions of

this work lie in three aspects.

(a) In order to enforce the charge conservation, we modify the particle sub-stepping and orbit-

averaging in [8] by using the fixed sub-time steps during one time step. Discrete energy

conservation is ensured by implicit methods. We split the current density into two parts —
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an implicit part represented by the electric field at the current moment, and an explicit part

represented by the results of the previous iteration step. This is the key point for asymptotic

preservation.

(b) We derive an error estimate for the particle orbit integrator with respect to the number of

sub-time steps. We show that the proposed method is energy and charge conserving, the

latter enforcing Gauss’s law even when the scaled Debye length λ goes to zero.

(c) We proved the iterative algorithm is well defined as the scaled Debye length λ goes to zero,

and the convergence is independent of λ.

We use electrostatic and electromagnetic tests to demonstrate the competitive behavior of the

implicit APECC scheme. Compared to the AP scheme, the implicit APECC scheme is able to

conserve the discrete energy and charge. In contrast to energy-charge-conserving methods, the

proposed method can handle small parameters λ using large time steps and spatial sizes.

The rest of the paper is organized as follows. In Section 2, we introduce the Vlasov-Maxwell

system and its quasi-neutral model. In Section 3, we propose the numerical scheme for the VM

system by PIC methods and prove the discrete energy and charge conservation. In Section 4, we

present the iterative algorithm for the nonlinear system. In Section 5, we prove the asymptotic-

preserving properties of the iterative method. Finally, we show the numerical tests in Section 6.

Throughout the paper, vector-valued quantities are denoted by boldface symbols, such as

vh = (vx,h, vy,h, vz,h), and matrix-valued quantities by blackboard bold symbols, such as A =

[aij ] ∈ RN×N with aij ∈ R. The notation f ≲ g stands for f ≤ Cg where C is independent of

the time step △t, the spacial size △x, the particle mesh hx, hv and the scaled Debye length λ.

Moreover, f ≂ g means that f ≲ g and g ≲ f hold simultaneously The norm ∥·∥ used for the

discrete vector means ∥vh∥ = maxh{|vx,h|, |vy,h|, |vz,h|}.

2 The Vlasov-Maxwell system and its quasi-neutral model

For simplicity, we study the evolution of a single species of non-relativistic electrons under a

self-consistent electromagnetic field, in which the ion is treated as a homogeneous fixed background

with its charge density denoted by ρi,

∂tf + v · ∇xf +
e

m
(E + v ×B) · ∇vf = 0, (2.1a)

1

c2
∂tE −∇×B = −µ0J , (2.1b)

∂tB +∇×E = 0, (2.1c)

∇ ·E =
ρ− ρi
ϵ0

, (2.1d)

∇ ·B = 0, (2.1e)

where the electron charge densities ρ and the current density J are defined from the distribution

function as

ρ(x, t) = en = e

∫
Ωv

f(x,v, t) dv, J(x, t) = e

∫
Ωv

f(x,v, t)v dv. (2.2)
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Here f(x,v, t) is the particle distribution for electrons in phase space Ωx × Ωv, x ∈ Ωx denotes

physical position, v ∈ Ωv velocity variables. The electric field E and magnetic field B satisfy the

Maxwell equations, ϵ0 and µ0 are the vacuum permittivity and permeability respectively, c is the

speed of light, e, n and m are the electrical charge, density and mass respectively.

It is noted that the Maxwell-Gauss equation (2.1d) and the Maxwell-Thomson equation (2.1e)

are the involution of Maxwell’s system. Equation (2.1e) is automatically satisfied by taking the

divergence of (2.1c). Equation (2.1d) is found from the divergence of the Maxwell-Ampère equation

(2.1b) and the continuity equation which is from the integration of the Vlasov equation (2.1a) over

Ωv,

∂tρ+∇ · J = 0. (2.3)

2.1 The scaled model and its quasi-neutrality limit

Let x0, t0, n0, v0, denote the space scale, the time scale, the density and the velocity scale,

respectively. The electric field and magnetic field scales are denoted by E0 and B0, respectively.

The Debye length λD is defined by λD =
√
mϵ0v2th,0/e

2n0, where vth,0 is the electron thermal

velocity. Thus the parameter λ = λD/x0 quantifies how close to quasi-neutrality the plasma is.

The definition of the quasi-neutral regime from the scaling relations is similar to the most common

assumptions of Magneto-Hydro-Dynamic (MHD) model [15]. Under the scaling of the characteristic

time, velocity and density by t0, v0 and n0 , length scaled by x0, characteristic electric, magnetic

field and current density by E0, B0 and en0v0, the distribution function scaled by n0/v0, the

dimensionless form of the Vlasov equation becomes

∂tf + v · ∇xf + (E + v ×B) · ∇vf = 0. (2.4)

The dimensionless Maxwell equation is written as [15]

λ2∂tE −∇×B = −J , ∂tB +∇×E = 0, (2.5a)

λ2∇ ·E = ρ− ρi, ∇ ·B = 0, (2.5b)

with the density and current density defined by

ρ =

∫
Ωv

f(x,v, t) dv, ρi = 1, J =

∫
Ωv

f(x,v, t)v dv.

Since the rigorous analysis on the convergence of the solutions of the Vlasov-Maxwell system (2.4)–

(2.5) to a solution of the quasi-neutral Vlasov-Maxwell system (2.6) when λ → 0 is still an open

problem, we simply set λ = 0 in (2.5) to obtain the quasi-neutral model,

∂tf + v · ∇xf + (E + v ×B) · ∇vf = 0, (2.6a)

∇×B = J , (2.6b)

∂tB +∇×E = 0, (2.6c)

ρ = 1, ∇ ·B = 0. (2.6d)

Applying a generalized Ohm law

∂tJ +∇ · S − ρE + J ×B = 0,
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where S =
∫
Ωv

fv ⊗ v dv, one gets an equation that equals to (2.6b) [15],

E +∇×∇×E = J ×B +∇ · S, (2.7)

provided that ∇×B = J at the initial time.

Using particle models, the distribution function f is discretized by a set of particles in phase

space,

f(x,v, t) ≈
Np∑
p=1

ωpδ(x−Xp(t))δ(v − Vp(t)), (2.8)

where ωp = hxhvf(Xp(0),Vp(0), 0) is the particle weight, (Xp(0),Vp(0)) denotes the cell center of

the phase-space grid, hx and hv are the particle mesh spacing in physical space and velocity space,

respectively, and Np is the number of particles. Each particle follows the trajectory of the flow,

dXp

dt
= Vp,

dVp

dt
= E(Xp) + Vp ×B(Xp), (2.9)

where E and B are the induced fields from the Maxwell equations (2.5). Therefore, the charge

density and current density are from the particles,

ρ =

Np∑
p=1

ωpδ(x−Xp(t)), J =

Np∑
p=1

ωpVpδ(x−Xp(t)). (2.10)

Remark 2.1. The particle model is an approximation to the original one and the number of

particles determines the accuracy of the approximation. For interesting previous works on the

convergence of the particle method, we refer to [2, 12,13,23,24,38].

3 Numerical scheme

In this section, we present a discretization scheme for the Vlasov-Maxwell system. We use a

Crank-Nicolson (CN) mover to push the particles and advance Maxwell’s equations. In addition,

we employ the Yee finite difference for the field approximation.

To ensure discrete charge conservation, previous studies [7, 9] have argued that automatic

charge conservation is enforced by stopping particles at the cell surface. In their recent research [8],

particle sub-stepping and orbit-averaging were used to allow for a large time step. We follow the

idea but use a fixed sub-time step during each time step.

Let tm = m△t, m = 0, 1, · · · ,M , be a uniform partition of the interval [0, T ] and △t =

T/M . Assume the acceleration is independent of time during each time step, and the trajectory

is a straight line during each sub time step τ = △t/(Ns + 1), where Ns is an integer. The

particle position and velocity at time tm,s are denoted by (Xms
p ,V ms

p ), where tm,s = tm + sτ

and (Xm0
p ,V m0

p ) = (Xm
p ,V m

p ), (X
mNs+1
p ,V

mNs+1
p ) = (Xm+1

p ,V m+1
p ). For s = 0, · · · , Ns, the

movement of each particle from time tm,s to tm,s+1 is

Xms+1
p −Xms

p =
τ

2
(V ms+1

p + V ms
p ),

V ms+1
p − V ms

p =

Lms
p∑

l=0

τms
pl

2

(
Em+1

I (X
m

s,l+1
2

p ) +Em
I (X

m
s,l+1

2
p ) + (V ms+1

p + V ms
p )×Bm

I (X
m

s,l+1
2

p )

)
,

(3.1)
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where X
ms,l+1/2
p =

(
X

ms,l+1
p + X

ms,l
p

)
/2, the discrete electric field Em+1

h , Em
h and magnetic field

Bm
h are induced from discrete Maxwell equations. The particle X

ms,l
p stops at cell surfaces for

l = 1, · · · , Lms
p , and Lms

p is determined by the number of cell-crossing. The sub time step τms
pl of

τ from X
ms,l
p to X

ms,l+1
p is defined by τms

pl = τ
∣∣Xms,l+1

p −X
ms,l
p

∣∣ / ∣∣Xms+1
p −Xms

p

∣∣, and satisfies

τ =
∑Lms

p

l=0 τms
pl . The interpolation functions Em+1

I (X
ms,l+1/2
p ) and Bm

I (X
m

s,l+1
2

p ) are defined by

Em+1
I (X

ms,l+1/2
p ) =

∑
h

Em+1
h ·Sms,l+1/2(xh−Xp), Bm

I (X
ms,l+1/2
p ) =

∑
h

Bm
h ·Sms,l+1/2(xh−Xp).

(3.2)

Here xh is the grid location, Xp is the particle position depending on X
ms,l
p and X

ms,l+1
p , and

Sms,l+1/2 is a special shape function proposed in [8] to ensure energy, defined by

Sms,l+1/2(xh −Xp) = i⊗ iS1(xi+1/2 −X
ms,l+1/2
p )S

ms,l+1/2

22,jk + j ⊗ j S1(yj+1/2 − Y
ms,l+1/2
p )S

ms,l+1/2

22,ik

+ k ⊗ k S1(zk+1/2 − Z
ms,l+1/2
p )S

ms,l+1/2

22,ij , (3.3)

where i, j and k are unit vectors in the x, y and z directions, respectively, S1(xi+1/2 −X
ms,l+1/2
p )

is the linear B-spline shape function, and

S
ms+1/2

22,jk =
1

3

(
S2(yj − Y

ms,l+1
p )S2(zk − Z

ms,l+1
p ) + S2(yj − Y

ms,l
p )S2(zk − Z

ms,l+1
p )/2

)
+

1

3

(
S2(yj − Y

ms,l
p )S2(zk − Z

ms,l
p ) + S2(yj − Y

ms,l+1
p )S2(zk − Z

ms,l
p )/2

)
, (3.4)

with S2(zk − Z
ms,l+1
p ) the second-order B-spline function.

The Yee algorithm [37] centers its Eh and Bh components at the edges and surfaces of the

cell, respectively. Thus each component of Eh is surrounded by four cyclic components of Bh, and

so is each component of Bh. The discretization scheme for the Maxwell system is written as

λ2

△t

(
Em+1

h −Em
h

)
−∇h ×

Bm+1
h +Bm

h

2
= −J

m+1/2
h , (3.5)

1

△t

(
Bm+1

h −Bm
h

)
+∇h ×

Em+1
h +Em

h

2
= 0, (3.6)

where the current density is defined by

J
m+1/2
h =

1

Vo△t

Np∑
p=1

Ns∑
s=0

ωpV
ms+1/2
p ·

Lms
p∑

l=0

Sms,l+1/2(xh −Xp)τ
ms
pl . (3.7)

Here V
ms+1/2
p = (V

ms+1
p + V ms

p )/2, and Vo = △x△y△z is the cell volume, △x, △y and △z are

mesh sizes along the x, y and z directions, respectively. The finite-difference expressions for the

space derivatives used in the curl operators are central difference. The central-difference operations

are also used in divergence operators. Naturally, it yields

∇h · (∇h ×Eh) = 0, ∇h · (Eh ×Bh) = Bh · (∇h ×Eh)−Eh · (∇h ×Bh). (3.8)

Taking the discrete divergence of (3.6), we obtain the solenoidal property of the discrete magnetic

field i.e. ∇h ·Bm+1
h = 0 for any m ≥ 0, as long as the initial magnetic field is divergence free. It is

noted that
λ2

△t
∇h · (Em+1

h −Em
h ) = −∇h · J

m+1/2
h . (3.9)

6



Gauss’s law is enforced by exact charge conservation,

ρm+1
h − ρmh

△t
+∇h · J

m+1/2
h = 0. (3.10)

3.1 Energy conservation

In this section, we will prove that the numerical scheme of (3.1)–(3.6) preserves the energy

conservation law. For easy notations, let E
m+1/2
h = (Em+1

h +Em
h )/2 , B

m+1/2
h = (Bm+1

h +Bm
h )/2,

and define the electrical energy, the magnetic energy, the kinetic energy as:

Wm
E =

λ2

2

∑
h

(Em
h )2Vo, Wm

B =
1

2

∑
h

(Bm
h )2Vo, Wm

V =
1

2

∑
p

ωp(V
m
p )2. (3.11)

Since the current density and electromagnetic fields use the same shape functions, we obtain

∑
h

J
m+1/2
h ·Em+1/2

h =
1

Vo△t

Np∑
p=1

Ns∑
s=0

ωpV
ms+1/2
p ·

Lms
p∑

l=0

∑
h

Sms,l+1/2(xh −Xp)E
m+1/2
h τms

pl

=
1

Vo△t

Np∑
p=1

Ns∑
s=0

ωpV
ms+1/2
p ·

Lms
p∑

l=0

E
m+1/2
I (X

ms,l+1/2
p )τms

pl .

From (3.1) and the equality V
ms+1/2
p · (V ms+1/2

p ×Bm
I (X

ms,l+1/2
p )) = 0, we have

Vo△t
∑
h

J
m+1/2
h ·Em+1/2

h =

Np∑
p=1

Ns∑
s=0

ωpV
ms+1/2
p · (V ms+1

p − V ms
p ) = Wm+1

V −Wm
V . (3.12)

Multiplying (3.5) by E
m+1/2
h Vo and summing over the term h, it yields(

Wm+1
E −Wm

E

)
−
∑
h

(∇h ×B
m+1/2
h ) ·Em+1/2

h Vo△t = −
∑
h

J
m+1/2
h ·Em+1/2

h Vo△t. (3.13)

Multiplying (3.6) by B
m+1/2
h Vo, summing over h and using (3.8) and periodic boundary condition

yield (
Wm+1

B −Wm
B

)
+
∑
h

(∇h ×B
m+1/2
h ) ·Em+1/2

h Vo△t = 0. (3.14)

By summing up equations (3.12), (3.13) and (3.14) together, we get

Wm+1
E +Wm+1

B +Wm+1
V = Wm

E +Wm
B +Wm

V .

3.2 Charge conservation

In order to obtain that the charge conservation is ensured, we employ second-order B-splines

for the charge density of the p-th particle,

ρmp = ωpS2(xi −Xm
p )S2(yj − Y m

p )S2(zk − Zm
p )/Vo, (3.15)

where (i, j, k) is the mesh index. The current density of each particle during the sub time step τms
pl

is defined by

J
ms,l+1/2
p = ωpV

ms+1/2
p · Sms,l+1/2(xh −Xp)/Vo. (3.16)
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Since X
ms,l
p , l = 1, · · · , Lms

p stops at the cell surface, along each direction, Taylor’s expansion

shows [7, 9]

S2(xi −X
ms,l+1
p )− S2(xi −X

ms,l
p )

τms
pl

+ V
ms+1/2
x,p

S1(xi+1/2 −X
ms,l+1/2
p )− S1(xi−1/2 −X

ms,l+1/2
p )

△x
= 0,

(3.17)

where V
ms+1/2
x,p is the first component of V

ms+1/2
p . Due to the definition of J

ms,l+1/2
p and ρmp , taking

the sum of l and s, one gets

ρm+1
p − ρmp

△t
+∇h ·

Ns∑
s=0

Lms
p∑

l=0

τms
pl J

ms,l+1/2
p /△t = 0. (3.18)

Since the discrete charge and current density are defined by

ρmh =

Np∑
p=1

ρmp , J
m+1/2
h =

Np∑
p=1

Ns∑
s=0

Lms
p∑

l=0

J
ms,l+1/2
p τms

pl /△t. (3.19)

It is easy to see that the discrete charge conservation is enforced.

3.3 Sub-step of pushing particles

It is noted that using B
m+ 1

2
I (X

m
s,l+1

2
p ) in (3.1) leads to a Crank-Nicolson scheme for pushing

particles, and it still conserves the energy because the magnetic field does no work on a charged

particle. In addition, charge conservation is still enforced since it does not affect the definition of

current and charge density. In this section, we show the dependence of the local truncation error

of the particle movement on the number of sub-steps Ns. We rewrite (3.1) with a CN mover as

Xms+1
p −Xms

p = τ(V ms+1
p + V ms

p )/2,

V ms+1
p − V ms

p =

Lms
p∑

l=0

τms
pl

(
am+1(X

ms,l+1/2
p ) + am(X

ms,l+1/2
p )

)
/2.

(3.20)

Here am+1 is the acceleration at time tm+1. A Simple calculation yields

Xm+1
p = Xm

p + V m
p △t+

τ

4

Ns∑
s=0

Lms
p∑

l=0

(2Ns − 2s+ 1)τms
pl

(
am+1(X

ms,l+1/2
p ) + am(X

ms,l+1/2
p )

)
. (3.21)

Taylor’s expansion shows that

Xm+1
p =Xm

p + V m
p △t+

△t2

2
am(Xm

p )

+
△t3

4
∂ta

m(Xm
p ) +

(2N2
s + 4Ns + 3)△t3

12(Ns + 1)2
∂xa

m(Xm
p )V m

p +O(△t4). (3.22)

The exact solution has the following expansion:

Xm+1
p = Xm

p + V m
p △t+

△t2

2
am(Xm

p ) +
△t3

6
∂ta

m(Xm
p ) +

△t3

6
∂xa

m(Xm
p )V m

p +O(△t4). (3.23)

Comparing (3.22) and (3.23), the leading truncation error is estimated by

Err =
△t3

12
∂ta

m(Xm
p ) +

△t3

12(Ns + 1)2
∂xa

m(Xm
p )V m

p . (3.24)
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It can be seen from (3.24) that the truncation error consists of two parts – the temporal

approximation and the spatial approximation, only the latter is affected by the number of sub-

steps Ns. Therefore, it is not economical to increase Ns to improve the accuracy of the calculation,

since large Ns implies large computation. However, large Ns leads to quick nonlinear iteration,

noting that (3.20) requires a nonlinear solver. In the numerical test, we usually choose Ns = 0 or

Ns = 1, which results in fast convergence of the nonlinear solver for (3.20) and good accuracy of

the particle orbits.

4 Iterative algorithm

Since the numerical scheme is a nonlinear system, in this section, we present a fixed point

iteration to solve the numerical scheme.

4.1 Reference implicit iterative algorithm

The reference iterative algorithm for the nonlinear system (3.1) –(3.6) is denoted by the im-

plicit energy-charge conserving (ECC) scheme, which is listed in Algorithm 1. Compared to the

Algorithm 1 An implicit ECC algorithm for the Vlasov-Maxwell equations

1. Given Em
h , Bm

h , Xm
p , V m

p , start with Em+1,k=1
h = Em

h (k is the iteration index).

2. Start from Xm0
p = Xm

p , V m0
p = V m

p . For s = 0, 1, · · · , Ns, update X
ms+1,k
p and V

ms+1,k
p by

Xms+1,k
p −Xms,k

p =
τ

2
(V ms+1,k

p + V ms,k
p ),

V ms+1,k
p − V ms,k

p =
1

2

Lms,k
p∑
l=0

τms,k
pj

(
Em+1,k

I (X
m

s,l+1
2
,k

p ) +Em
I (X

m
s,l+1

2
,k

p )

+ (V ms+1,k
p + V ms,k

p )×Bm
I (X

m
s,l+1

2
,k

p )

)
. (4.1)

3. Compute the current density

J
m+1/2,k
h =

1

2△tVo

Np∑
p=1

ωp

Ns∑
s=0

(V ms,k
p + V

ms+1,k
p ) ·

Lms,k
p∑
l=0

Sms,l+1/2,k(xh −Xp)τ
ms,k
pl . (4.2)

4. The electric filed Em+1,k+1
h and magnetic field Bm+1,k+1

h are obtained by solving

λ2

△t
Em+1,k+1

h − 1

2
∇h × (Bm+1,k+1

h +Bm
h ) =

λ2

△t
Em

h − J
m+1/2,k
h ,

1

△t
Bm+1,k+1

h +
1

2
∇h × (Em+1,k+1

h +Em
h ) =

1

△t
Bm

h .

(4.3)

5. The iteration is terminated if ∥Em+1,k+1
h −Em+1,k

h ∥/∥Em
h ∥ < etol, where etol is the tolerance of

the iteration. Otherwise update index k = k + 1 and return to Step 2.
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fully implicit method proposed in [32], the reference implicit ECC scheme employs subcycling for

particles crossing the cell edge.

It can be seen from (4.1) that the computation requires a nonlinear iteration. In practice, the

convergence of the Picard iteration is observed around 2 iterations by choosing Ns ≤ 1. Due to

(3.18), one gets

ρm+1,k
h − ρmh

△t
+∇h · J

m+ 1
2
,k

h = 0, (4.4)

where ρm+1,k
h =

∑
p ωpS2(xi−Xm+1,k

p )S2(yj −Y m+1,k
p )S2(zk −Zm+1,k

p ). Thus the charge conserva-

tion is satisfied independent of iteration numbers. From Section 3.2, it can be seen that the energy

conservation error is determined by the iteration tolerance. Define a linear operator Ah as

Ah

[
Eh

Bh

]
=

[
λ2

△tEh − 1
2∇h ×Bh

1
2∇h ×Eh +

1
△tBh

]
. (4.5)

The linear system (4.3) can be rewritten as

Ah

[
Em+1,k+1

h

Bm+1,k+1
h

]
=

[
λ2

△tE
m
h − J

m+1/2,k
h + 1

2∇h ×Bm+1,k
h

1
△tB

m
h − 1

2∇h ×Em
h

]
. (4.6)

It is easy to see that Ah is invertible and well-conditioned when △t ≪ λ, but ill-conditioned with

a fixed time step when λ → 0 .

4.2 Asymptotic-preserving iterative algorithm

We denote by the implicit APECC scheme the asymptotic-preserving iterative algorithm for

(3.1)–(3.6). Define a linear operator Mm+1/2 such that

Mm+1/2(Eh) : =

Np∑
p=1

Ns∑
s=0

ωpE
ms
p ·

Lms
p∑

l=0

Sms,l+1/2(xh −Xp)
τms
pl

△tVo
, (4.7)

where Ems
p is an averaged electric field along the substep of the p-th particle, defined by

Ems
p =

Lms
p∑

l=0

∑
ν

Eν · Sms,l+1/2(xν −Xp)
τms
pl

△t
. (4.8)

Changing the order of summation and summing up with respect to ν, we obtain

Mm+1/2(Eh) =
∑
ν

Eν ·
∑
p

ωp
˜̃Sm+1/2(xν ,xh,Xp), (4.9)

where

˜̃Sm+1/2(xν ,xh,Xp) =
1

2

Ns∑
s=0

( Lms
p∑

l=0

Sms,l+1/2(xν −Xp)
τms
pl

△t

)( Lms
p∑

l=0

Sms,l+1/2(xh −Xp)
τms
pl

△t

)

+
∑

0≤α<β≤Ns

( Lmα
p∑
l=0

Smα,l+1/2(xν −Xp)
τmα
pl

△t

)( L
mβ
p∑
l=0

Smβ,l+1/2(xh −Xp)
τ
mβ

pl

△t

)
.
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Moreover, define

J̃h
m

=
1

△tVo

Np∑
p=1

ωpV
m
p ·

Ns∑
s=0

Lms
p∑

l=0

Sms,l+1/2(xh −Xp)τ
ms
pl , (4.10)

J̃m
×B =

1

2△tVo

Np∑
p=1

ωp

Ns∑
s=0

(V
ms+1/2
p ×Bms

p ) ·
Lms
p∑

l=0

Sms,l+1/2(xh −Xp)τ
ms
pl , (4.11)

where Bms
p =

∑Lms
p

l=0

∑
ν Bν · Sms,l+1/2(xν −Xp)τ

ms
pl /△t. We rewrite J

m+1/2
h as

J
m+1/2
h = J̃h

m
+△tJ̃m

×B +
△t

2
Mm+1/2(Em+1

h ) +
△t

2
Mm+1/2(Em

h ). (4.12)

Changing Step 3 and Step 4 in Algorithm 1, we obtain an implicit APECC scheme in Algorithm 2.

Algorithm 2 An implicit APECC algorithm for the Vlasov-Maxwell equations

1. Given Em
h , Bm

h , Xm
p , V m

p , start with Em+1,k=1
h = Em

h (k is the iteration index).

2. For s = 0, 1, · · · , Ns, update X
ms+1,k
p and V

ms+1,k
p by (4.1) with Xm0

p = Xm
p , V m0

p = V m
p .

3. Compute the linear operator Mm+1/2,k, and J̃h
m,k

, J̃m,k
×B , then obtain

¯̄J
m+1/2,k
h = J̃h

m,k
+△tJ̃m,k

×B +
△t

2
Mm+1/2,k(Em

h ). (4.13)

4. Obtain the electric filed Em+1,k+1
h and magnetic field Bm+1,k+1

h by solving

(
λ2

△t2
I +

1

2
Mm+ 1

2
,k)Em+1,k+1

h − 1

2△t
∇h × (Bm+1,k+1

h +Bm
h ) =

λ2

△t2
Em

h − 1

△t
¯̄J
m+ 1

2
,k

h ,

(4.14)

1

△t2
Bm+1,k+1

h +
1

2△t
∇h × (Em+1,k+1

h +Em
h ) =

1

△t2
Bm

h . (4.15)

Here I is an identity operator.

5. The iteration is terminated if ∥Em+1,k+1
h −Em+1,k

h ∥/∥Em
h ∥ < etol, where etol is the tolerance of

the iteration. Otherwise update index k = k + 1 and return to Step 2.

Different from Algorithm 1, the charge conservation is determined by the iteration tolerance,

since the current density at the k-th iteration is computed by

J
m+1/2,k+1
h = J̃h

m,k
+△tJ̃m,k

×B +
△t

2
Mm+1/2,k(Em+1,k+1

h ) +
△t

2
Mm+1/2,k(Em

h ). (4.16)

Equation (4.14)–(4.15) equals to

Am,k
h

[
Em+1,k+1

h

Bm+1,k+1
h

]
=

[
λ2

△t2
Em

h − 1
△t

¯̄J
m+1/2,k
h + 1

2△t∇h ×Bm
h

1
△t2

Bm
h − 1

2△t∇h ×Em
h

]
, (4.17)
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where Am,k
h is defined by

Am,k
h

[
Eh

Bh

]
=

[
( λ2

△t2
I +Mm+ 1

2
,k)Eh − 1

2△t∇h ×Bh

1
2△t∇h ×Eh +

1
△t2

Bh

]
. (4.18)

It is noted that Am,k
h is invertible and well-conditioned when λ → 0 if the eigenvalues of Mm+ 1

2
,k

are independent of λ. In the next section, we will prove that the convergence of the implicit APECC

scheme does not depend on λ.

4.3 Implicit APECC and implicit ECC schemes in the electrostatic regime

The electrostatic can be viewed as the reduced Vlasov-Maxwell system by a vanishing magnetic

field. The electric field is computed from a scalar potential ϕ. The Vlasov-Poisson system is written

as:

∂tf + v∇xf +E∇vf = 0, (4.19)

E = −∇xϕ, −λ2∇x · (∇xϕ) = ρ− 1. (4.20)

Algorithm 3 An implicit APECC algorithm for the Vlasov-Poisson equations

1. Given ϕm
h , Xm

p , V m
p , start with Em+1,k=1

h = −∇hϕ
m
h (k is the iteration index).

2. Start from Xm0
p = Xm

p , V m0
p = V m

p . For s = 0, 1, · · · , Ns, update X
ms+1,k
p and V

ms+1,k
p by

solving

Xms+1,k
p −Xms,k

p =
τ

2
(V ms+1,k

p + V ms,k
p ),

V ms+1,k
p − V ms,k

p =
1

2

Lms,k
p∑
l=0

τms,k
pj

(
Em+1,k

I (X
m

s,l+1
2
,k

p ) +Em
I (X

m
s,l+1

2
,k

p )

)
.

(4.21)

3. Compute the charge density ¯̄ρm+1,k
h in (4.24).

4. The potential filed ϕm+1,k+1
h are obtained by solving (4.23).

5. The iteration is terminated if ∥ϕm+1,k+1
h − ϕm+1,k

h ∥/∥ϕm
h ∥ < etol, where etol is the tolerance of

the iteration. Otherwise update index k = k + 1 and return to Step 2.

In fact, Algorithm 2 can also be employed in the Vlasov-Poisson equations by setting magnetic

field to zero. From (4.14), we deduce that

∇h · ((
λ2

△t2
I +

1

2
Mm+1/2,k)Em+1,k+1

h ) = ∇h ·
( λ2

△t2
Em

h − 1

△t
¯̄J
m+ 1

2
,k

h

)
. (4.22)

Let ϕm+1,k+1
h and ϕm

h be the potentials related to Em+1,k+1
h and Em

h , respectively. Using −∇h ·
λ2(∇hϕ

m
h ) = ρmh − 1, it yields

−∇h · ((
λ2

△t2
I +

1

2
Mm+1/2,k)∇hϕ

m+1,k+1
h ) =

¯̄ρm+1,k
h − 1

△t2
, (4.23)
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where

¯̄ρm+1,k
h = ρmh −△t∇h · ¯̄J

m+ 1
2
,k

h . (4.24)

Applying (4.23) and (4.24), an implicit asymptotic-preserving and energy-charge-conserving (APECC)

algorithm for the Vlasov-Poisson system is as follows in Algorithm 3.

Similarly, we modify Algorithm 1 to get the implicit energy-charge conservation (ECC) scheme

for the Vlasov-Poisson system in Algorithm 4. Both Algorithm 3 and Algorithm 4 have the property

Algorithm 4 An implicit ECC algorithm for the Vlasov-poisson equations

1. Given ϕm
h , Xm

p , V m
p , start with Em+1,k=1

h = −∇hϕ
m
h (k is the iteration index).

2. Start from Xm0
p = Xm

p , V m0
p = V m

p . Update Xm+1,k
p and V m+1,k

p by solving (4.21) for

s = 0, 1, · · · , Ns.

3. Compute the charge density

ρm+1,k
h =

∑
p

ωp

Vo
S2(xi −Xm+1,k

p )S2(yj − Y m+1,k
p )S2(zk − Zm+1,k

p ). (4.25)

4. The potential filed ϕm+1,k+1
h are obtained by solving

−λ2∇h · (∇hϕ
m+1,k+1) = ρm+1,k

h − 1. (4.26)

5. The iteration is terminated if ∥ϕm+1,k+1
h − ϕm+1,k

h ∥/∥ϕm
h ∥ < etol, where etol is the tolerance of

the iteration. Otherwise update index k = k + 1 and return to Step 2.

of conserving the total energy:

1

2

∑
p

ωp|V m+1
p |2 + λ2

2

∑
h

|∇hϕ
m+1
h |2Vo =

1

2

∑
p

ωp|V m
p |2 + λ2

2

∑
h

|∇hϕ
m
h |2Vo. (4.27)

5 Asymptotic Preserving

In this section, we will show that the iteration is well-posed and that the convergence of the

iteration is independent of λ. For simplicity of the exposition, we restrict ourselves to a reduced

version of the VM equations with one spatial variable, x, and two velocity variables, v = (vx, vy, 0)
⊤.

The electric field has a longitudinal component Ex, and a transverse component Ey, i.e. E =

(Ex(x, t), Ey(x, t), 0). Finally, the magnetic field is aligned with the z direction and its magnitude

is denoted by Bz, i.e. B = (0, 0, Bz(x, t)). The reduced VM system is written as

∂tf + vx∂xf + (Ex + vyBz)∂vxf + (Ey − vxBz)∂vyf = 0, (5.1)

λ2∂Ex

∂t
= −Jx, λ2∂Ey

∂t
+

∂Bz

∂x
= −Jy,

∂Bz

∂t
+

∂Ey

∂x
= 0, (5.2)

where

Jx =

∫ ∞

−∞

∫ ∞

−∞
f(x, vx, vy, t)vxd vxd vy, Jy =

∫ ∞

−∞

∫ ∞

−∞
f(x, vx, vy, t)vyd vxd vy. (5.3)
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The Gauss law reads

λ2∂xEx = ρ− 1, (5.4)

where ρ =
∫
Ωx

f(x, v, t) dv.

Taking a uniform grid, denoted by Cg the cell [(g−1/2)△x, (g+1/2)△x] with g ∈ Z+, g ≤ N .

According to Yee’s lattice configuration, the different components of the electromagnetic field and

of the current densities are

Eh = (Ex,g−1/2, Ey,g−1, 0)
⊤, Bh = (0, 0, Bz,g−1/2)

⊤, Jh = (Jx,g−1/2, Jy,g−1, 0)
⊤. (5.5)

The linear interpolation of Eh and Bh are denoted by EI and BI . Using the definition of linear

interpolation functions and inverse inequality, it yields

∥EI∥L∞(Ωx)
≤ ∥Eh∥ , ∥∇EI∥L∞(Ωx)

≤ 2

△x
∥Eh∥ . (5.6)

For simplicity, we assume Ns = 0 and all of the particles cross the cell edge only once. This

can be satisfied when the time step is not particularly large. Let X0
p , V

0
p , E

0
h, B

0
h denote Xm

p , V m
p ,

Em
h , Bm

h , respectively. We also denote Xm+1,k
p , V m+1,k

p , Em+1,k
h , Bm+1,k

h , X
m0,l+1/2,k
p , τm0,k

pl and

Lm0,k
p by Xk

p , V
k
p , Ek

h, B
k
h, X

l+1/2,k
p , τkpl and Lk

p, respectively. The iteration starts from Ek=1
h = E0

h,

and the k-th iteration is rewritten as
Xk

p −X0
p = △t

2 (V k
x,p + V 0

x,p),

V k
p − V 0

p =
Lk
p∑

l=0

τkpl
2

(
Ek

I (X
l+ 1

2
,k

p ) +E0
I (X

l+ 1
2
,k

p ) + (V k
p + V 0

p )×B0
I (X

l+ 1
2
,k

p )
)
.

(5.7)

 ( λ2

△t2
I + 1

2M
k)Ek+1

h − 1
2△t∇h × (Bk+1

h +B0
h) =

λ2

△t2
E0

h −
1
△t

¯̄J
1/2,k
h ,

1
△tB

k+1
h + 1

2∇h × (Ek+1
h +E0

h) =
1
△tB

0
h.

(5.8)

Here V k
p = (V k

x,p, V
k
y,p, 0)

⊤, the operator Mk is defined by

Mk(Eh) =

Np∑
p=1

Lk
p∑

l=0

ωp

( Lk
p∑

l=0

∑
ν

Eν · Sl+ 1
2
,k(xν −Xp)

τkpl
△t

)
· Sl+1/2,k(xh −Xp)

τkpl
2△x△t

, (5.9)

where

Sl+1/2,k(xh −Xp) = i⊗ iS1(xh −X l+1/2,k
p ) + j ⊗ jS1(xh −X l+1/2,k

p ) + k ⊗ kS1(xh −X l+1/2,k
p ).

By defining

J̃h
0,k

=

Np∑
p=1

Lk
p∑

l=0

ωpτ
k
pl

△x△t
V 0
p · Sl+1/2,k(xh −Xp),

J̃0,k
×B =

Np∑
p=1

Lk
p∑

l=0

ωpτ
k
pl

4△x△t

(
(V k

p + V 0
p )×Bk

p

)
· Sl+1/2,k(xh −Xp),

with

Bk
p =

Lk
p∑

l=0

∑
ν

Bν · Sl+1/2,k(xν −Xp)τ
k
pl/△t =

Lk
p∑

l=0

BI(X
l+1/2,k
p )τkpl/△t, (5.10)
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the current density at the k-th iteration is computed by

J
m+ 1

2
,k+1

h =

(
J̃h

0,k
+△tJ̃0,k

×B +
△t

2
Mk(E0

h)

)
+

△t

2
Mk(Ek+1

h ) = ¯̄J
1/2,k
h +

△t

2
Mk(Ek+1

h ). (5.11)

Assuming X∗
p , V

∗
p , E

∗
h and B∗

h are the solutions to (3.1)–(3.6), one has
X∗

p −X0
p = △t

2 (V ∗
x,p + V 0

x,p),

V ∗
p − V 0

p =
L∗
p∑

l=0

τ∗pl
2

(
E∗

I (X
l+ 1

2
,∗

p ) +E0
I (X

l+ 1
2
,∗

p ) + (V ∗
p + V 0

p )×B0
I (X

l+ 1
2
,∗

p )
)
,

(5.12)

 ( λ2

△t2
I + 1

2M
∗)E∗

h −
1

2△t∇h × (B∗
h +B0

h) =
λ2

△t2
E0

h −
1
△t

¯̄J
1/2,∗
h ,

1
△tB

∗
h +

1
2∇h × (E∗

h +E0
h) =

1
△tB

0
h.

(5.13)

Here the definitions of ¯̄J
1/2,∗
h and M∗ are similar to ¯̄J

1/2,k
h and Mk , respectively.

Before approaching our theorems, we make some assumptions.

Assumption 5.1. Firstly, we assume the initial guess for the iteration satisfies
∥∥Ek=1

h −E∗
h

∥∥ ≤ r.

Secondly, we assume that the time step is smaller than the spatial step △t = O(△x1+ε), and the

particle mesh is smaller than the grid size, hx = O(hv) = O(△x1+ε), where 0 < ε < 1 . Thirdly,

we assume the bounds of electromagnetic fields are independent of λ and satisfy

∥E∗
h∥+

∥∥E0
h

∥∥ ≤ ME , ∥B∗
h∥+

∥∥B0
h

∥∥ ≤ MB. (5.14)

Finally, we assume the charge density tends to unity as λ goes to zero and is always positive.

Remark 5.1. The value of r in the first assumption may affect the rate of convergence, but is

independent of λ. We will prove that the iteration is compressed through mathematical induction.

Since the iteration begins with Ek=1
h = E0

h, we may have
∥∥Ek=1

h −E∗
h

∥∥ = O(△t) if the solution

is smooth in time. The second assumption follows from the inverse inequality in the proof below.

However, we relax this restriction in our numerical experiments. The third assumption is based on

the fully implicit scheme of the original system, but does not depend on the iteration. Although

we cannot prove the results analytically, numerical experiments in Fig.11 support this conjecture.

From (5.14), it can bee seen that the velocity of the particle is bounded and there exits a constant

MV which is independent of λ such that∥∥V ∗
p

∥∥+
∥∥V 0

p

∥∥ ≤ MV . (5.15)

5.1 The eigenvalues of Mk

In this section, we will prove the eigenvalues of Mk do not depend on λ in the view of algebraic

expression. Let Skx = [Sk
x,pg] ∈ RNp×N be a matrix corresponding to the shape function, where

Sk
x,pg :=

Lk
p∑

l=0

S1(xg−1/2 −X l+1/2,k
p )τkpl/△t. (5.16)

Define Dω = [dpq] ∈ RNp×Np the matrix of the particle weight, with dpq := δpqωp. Here δpq is the

Kronecker delta. The matrix corresponding to the x-axis component of Mk is defined by

Mk
x =

1

2△x
(Skx)⊤DωSkx. (5.17)
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It is obvious to find that Mk
x is a symmetric positive semidefinite matrix. Similarly, define

Mk
y =

1

2△x
(Sky)⊤DωSky ,

with Sky = [Sk
y,pg] ∈ RNp×N and Sk

y,pg =
∑Lk

p

l=0 S1(xg −X
l+ 1

2
,k

p )τkpl/△t. The matrix corresponding to

Mk is defined by

Mk =

[
Mk

x 0

0 Mk
y

]
. (5.18)

Before we show the eigenvalues of Mk, we consider a matrix similar to Mk
x denoted by Mm+ 1

2
x .

Let tm,0
p = tm +

τ∗p0
2 , tm,1

p = tm + τ∗p0 +
τ∗p1
2 . Define Sm+ 1

2
x = [S

m+ 1
2

pg ] ∈ RNp×N , with

S
m+ 1

2
pg :=

L∗
p∑

l=0

S1(xg− 1
2
−Xp(t

m,l
p ))

τ∗pl
△t

, (5.19)

where Xp(t) satisfies (2.9). The matrix Mm+ 1
2

x is defined by Mm+ 1
2

x = 1
2△x(S

m+ 1
2

x )⊤DωS
m+ 1

2
x .

The characteristic system for the vlasov equation is

dx

dt
= v,

dv

dt
= E(x) + v ×B(x), x(0) = x0, v(0) = v0. (5.20)

We denote the solution x = x(x0,v0, t), v = v(x0,v0, t). It can be shown that the mapping

(x0,v0) → (x,v) has Jacobian one and its inverse function is denoted by x0 = x0(x,v, t), v0 =

v0(x,v, t). The mapping given by (x,v) → (x0,v0) also has Jacobian one. It is followed from

the vlasov equation that the distribution function is unchanged along the characteristic line (5.20).

Changing the variable of integration by (5.20), we obtain∫
Ωx

H2
I · ρ(x, t) dx =

∫
Ωx

∫
Ωv

H2
I f(x, v, t) dxdv

=

∫
Ωx0

∫
Ωv0

[
H2

I (x(x0,v0, t))
]
f(x0, v0, 0) dv0dx0, (5.21)

where HI is the linear interpolation of H⃗ ∈ RN .

Lemma 5.1. Based on the assumptions in Assumption 5.1, if △x is small enough which is inde-

pendent of λ, there holds

0 <
1

10
min
x

ρ(x, tm+ 1
2 ) ≤ eig(Mm+ 1

2
x ) ≤ 4

3
max
x

ρ(x, tm+ 1
2 ). (5.22)

Here eig(Mm+ 1
2

x ) denotes the eigenvalue of the matrix Mm+ 1
2

x .

Proof. For any vector H⃗ = [H 1
2
, H 3

2
, · · · , HN− 1

2
]⊤, we denote HI the corresponding linear interpo-

lation function. Since HI is not smooth, we build a smooth approximation to HI denoted by Hη

through the mollifier [20, Appendix C] such that

Hη = HI , in Ωx\ ∪g Ωg,η, (5.23)
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where Ωg,η = [xg− 1
2
− η, xg− 1

2
+ η] and η = O(△x). According to the properties of mollifiers [20,

Theorem 7, Appendix C], we have∥∥H2
η −H2

I

∥∥
L∞(Ωg,η)

≲ H2
g,max△x, (5.24)∥∥(∂α

xHη)
2
∥∥
L∞(Ωg,η)

≂
∥∥∂α

x (H
2
η )
∥∥
L∞(Ωg,η)

≲
H2

g,max

△xα
, α = 1, 2, (5.25)

where H2
g,max = max{H2

g− 3
2

, H2
g− 1

2

, H2
g+ 1

2

}. Using (5.21), (5.24)-(5.25) and applying the numerical

integration scheme, it yields∫
Ωx

H2
I · ρ(x, t) dx =

∫
Ωx0

∫
Ωv0

[
H2

η (x(x0,v0, t))
]
f(x0, v0, 0) dv0dx0 +O(

∑
g

H2
g− 1

2

△x2)

=

Np∑
p=1

[
H2

η (x(Xp(0), Vp(0), t))
]
f(Xp(0), Vp(0), 0)hxhv +O(

∑
g

H2
g− 1

2

△x2) +O(

∑
g H

2
g− 1

2

h3x

△x2
)

=

Np∑
p=1

ωp(H
2
η (Xp(t))) +O(

∑
g

H2
g− 1

2

△x1+3ε),

where Xp(t) = x(Xp(0), Vp(0), t), the last term in the second equality comes from the error of

numerical integration, and we have used the definition of ωp, hx = O(hv) = O(△x1+ε). By

choosing t = tm+ 1
2 , using Taylor’s expansion and the property of the mollifier (5.24)-(5.25) , we

have ∫
Ωx

H2
I · ρ(x, tm+ 1

2 ) dx =

Np∑
p=1

ωp

(
H2

η (Xp(t
m+ 1

2 ))
)
+O(

∑
g

H2
g− 1

2

△x1+3ε)

=

Np∑
p=1

ωp

( L∗
p∑

l=0

HI(Xp(t
m,l
p ))

τ∗pl
△t

)2
+O(

∑
g

H2
g− 1

2

△x1+3ε). (5.26)

Through a simple calculation, one gets

1

3
min
x

ρ(x, tm+ 1
2 )

∑
g

H2
g−1/2△x ≤

∫
Ωx

H2
I · ρ(x, tm+ 1

2 ) dx ≤ 2max
x

ρ(x, tm+ 1
2 )

∑
g

H2
g− 1

2

△x. (5.27)

According to the definition of Mm+ 1
2

x , it yields

H⃗⊤Mm+ 1
2

x H⃗ =

Np∑
p=1

ωp

2△x

( L∗
p∑

l=0

∑
g

Hg−1/2 · S1(xg−1/2 −Xp(t
m,l
p ))

τ∗pl
△t

)2
=

Np∑
p=1

ωp

2△x

( L∗
p∑

l=0

HI(Xp(t
m,l
p ))

τ∗pl
△t

)2
. (5.28)

Due to (5.26)-(5.28), there holds

eigmin(M
m+ 1

2
x ) =min

H⃗

H⃗⊤Mm+ 1
2

x H⃗

H⃗⊤H⃗
≥ min

H⃗

∑
p ωp

(∑L∗
p

l=0HI(Xp(t
m,l
p ))

τ∗pl
△t

)2
2△x

∑
g H

2
g− 1

2

+O(△x3ε)

≥ 1

10
min
x

ρ(x, tm+ 1
2 ), (5.29)
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when △x is small enough such that △x ≲ (minx ρ(x,tm+1
2 )

15 )
1
3ε . Here we denote by eigmin(M

m+ 1
2

x ) the

minimum eigenvalue of Mm+ 1
2

x . The maximum eigenvalue of Mm+ 1
2

x satisfies

eigmax(M
m+ 1

2
x ) ≤ max

H⃗

∑
p ωp

(∑L∗
p

l=0HI(Xp(t
m,l
p ))

τ∗pl
△t

)2
2△x

∑
g H

2
g− 1

2

+O(△x3ε) ≤ 4

3
max
x

ρ(x, tm+ 1
2 ). (5.30)

The proof is finished by the assumption that the charge density is always positive.

Lemma 5.2. Assume X∗
p is the solution to (5.12), and Xk

p is the solution to (5.7). The assumptions

in Assumption 5.1 hold true. For any vector H⃗ = [H 1
2
, H 3

2
, · · · , HN− 1

2
]⊤ ∈ RN , let HI denote the

corresponding linear interpolation function. Define

H∗
p =

L∗
p∑

l=0

HI(X
l+ 1

2
,∗

p )
τ∗pl
△t

, Hk
p =

Lk
p∑

l=0

HI(X
l+ 1

2
,k

p )
τkpl
△t

. (5.31)

There holds ∣∣H∗
p −Hk

p

∣∣ ≤ 5

△x

∥∥H⃗∥∥
l∞

∣∣X∗
p −Xk

p

∣∣. (5.32)

Proof. Since the particle crosses the cell edge only once, there are three cases according to the

values of Lk
p and L∗

p. In the following we will prove the estimate case by case.

Case 1: In the first case, one has L∗
p = Lk

p = 1. For the p-th particle crossing the cell edge xg− 1
2

from left to right, using the definition of the shape function, there holds

S1(xg− 1
2
−X1/2,∗

p )
τ∗p0
△t

=
τ∗p0
△t

−

(
xg− 1

2
−X0

p

)2
2△x(X∗

p −X0
p )

, S1(xg− 1
2
−X3/2,∗

p )
τ∗p1
△t

=
τ∗p1
△t

−

(
X∗

p − xg− 1
2

)2
2△x(X∗

p −X0
p )

,

where we have used τ∗p0/△t = (xg− 1
2
−X0

p )/(X
∗
p −X0

p ) and τ∗p1/△t = (X∗
p −xg− 1

2
)/(X∗

p −X0
p ). Let

△S0
pg =

(
xg− 1

2
−X0

p

)2
2△x(X∗

p −X0
p )

−

(
xg− 1

2
−X0

p

)2
2△x(Xk

p −X0
p )

, △S1
pg =

(
X∗

p − xg− 1
2

)2
2△x(X∗

p −X0
p )

−

(
Xk

p − xg− 1
2

)2
2△x(Xk

p −X0
p )

.

A simple calculation shows

△S0
pg =

(
xg− 1

2
−X0

p

)2
(Xk

p −X∗
p )

2△x(Xk
p −X0

p )(X
∗
p −X0

p )
≤

|Xk
p −X∗

p |
2△x

, (5.33)

△S1
pg =

[ (
X∗

p − xg− 1
2

)2
(Xk

p −X0
p )(X

∗
p −X0

p )
−

2
(
X∗

p − xg− 1
2

)
(Xk

p −X0
p )

−
(
Xk

p −X∗
p

)
(Xk

p −X0
p )

]
·
Xk

p −X∗
p

2△x
≤

2|Xk
p −X∗

p |
△x

.

(5.34)

From the definition of linear interpolation function, one gets

HI(X
1/2,∗
p )

τ∗p0
△t

= (Hg−3/2 −Hg−1/2) ·

(
xg− 1

2
−X0

p

)2
2△x(X∗

p −X0
p )

+Hg−1/2 ·
τ∗p0
△t

, (5.35)

HI(X
3/2,∗
p )

τ∗p1
△t

= (Hg+1/2 −Hg−1/2) ·

(
X∗

p − xg− 1
2

)2
2△x(X∗

p −X0
p )

+Hg−1/2 ·
τ∗p1
△t

. (5.36)
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It follows from (5.33)–(5.36) that

|H∗
p −Hk

p | ≤ |Hg−3/2 −Hg−1/2| · △S0
pg + |H∗

g+1/2 −H∗
g−1/2| · △S1

pg ≤ 5

△x
∥H⃗∥l∞

∣∣Xk
p −X∗

p

∣∣. (5.37)

The result for the particle passing through xg−1/2 from right to left is similar, we omit it.

Case 2: In the second case, there holds Lk
p = L∗

p = 0 . Using mean value theorem and inverse

inequality yields ∣∣H∗
p −Hk

p

∣∣ ≤ 1

△x

∥∥H⃗∥∥
l∞

∣∣X∗
p −Xk

p

∣∣. (5.38)

Case 3: In the third case, there holds Lk
p = 0, L∗

p = 1 (or Lk
p = 1, L∗

p = 0). Again using the mean

value theorem and inverse inequality, there holds∣∣H∗
p−Hk

p | ≤
τ∗p0
△t

|Hp(X
1/2,∗
p )−Hp(X

1/2,k
p )

∣∣+ τ∗p1
△t

∣∣Hp(X
3/2,∗
p )−Hp(X

1/2,k
p )

∣∣ ≤ 1

2△x

∥∥H⃗∥∥
l∞

∣∣X∗
p−Xk

p

∣∣.
The proof is completed by the conclusion from the above three cases.

Lemma 5.3. Assume X∗
p , V

∗
p are the solutions to (5.12), Xk

p , V
k
p are the solutions to (5.7), and

the assumptions in Lemma 5.2 hold. If △t is small enough but independent of λ, there holds

|X∗
p −Xk

p | ≲ △t2∥E∗
h −Ek

h∥, ∥V ∗
p − V k

p ∥ ≲ △t∥E∗
h −Ek

h∥. (5.39)

Proof. For easy notation, let

△Ep1 =

L∗
p∑

l=0

E∗
I (X

l+1/2,∗
p )

τ∗pl
△t

−
Lk
p∑

l=0

Ek
I (X

l+1/2,k
p )

τkpl
△t

,

△Ep2 =

L∗
p∑

l=0

E0
I (X

l+1/2,∗
p )

τ∗pl
△t

−
Lk
p∑

l=0

E0
I (X

l+1/2,k
p )

τkpl
△t

.

The estimate for △Ep = △Ep1 +△Ep2 is from Lemma 5.2 and the triangle inequality, that is∥∥△Ep

∥∥ ≤
∥∥△Ep1

∥∥+
∥∥△Ep2

∥∥ ≤
∥∥E∗

h −Ek
h

∥∥+
5

△x
ME

∣∣X∗
p −Xk

p

∣∣ (5.40)

Let △Bp =
∑L∗

p

l=0B
0
I (X

l+1/2,∗
p )

τ∗pl
△t −

∑Lk
p

l=0B
0
I (X

l+1/2,k
p )

τkpl
△t . Using Lemma 5.2 again, one gets

∥∥△Bp

∥∥ ≤ 5

△x

∥∥B0
h

∥∥ ∣∣X∗
p −Xk

p

∣∣. (5.41)

According to (5.7) and (5.12), we have

△Ṽ k
p =

△t

2

(
△Ep + (V ∗

p + V 0
p )×△Bp

)
,

V ∗
p − V k

p =
△Ṽ k

p + △t
2 △Ṽ k

p ×B0
I (X

m+1/2,k
p )

1 + △t2

4 (B0,k
p )2

,

(5.42)

where B0,k
p =

∣∣∣∣∑Lk
p

l=0B
0
Iz(X

l+1/2,k
p )

τkpl
△t

∣∣∣∣. From (5.40) and (5.41), one gets

∥∥△Ṽ k
p

∥∥ ≤ △t

2

∥∥E∗
h −Ek

h

∥∥+
5(ME +MV MB)△t

2△x

∣∣X∗
p −Xk

p

∣∣.
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Due to (5.42), there holds∥∥V ∗
p − V k

p

∥∥ ≤
(
1 +

△t

2

∥∥B0
h

∥∥ )∥∥△Ṽ k
p

∥∥ ≤ Cv1△t

△x

∣∣X∗
p −Xk

p

∣∣+ Cv2△t
∥∥E∗

h −Ek
h

∥∥, (5.43)

where Cv1 = (52 + 5
4

∥∥B0
h

∥∥△t)(ME + MV MB) and Cv2 = 1
2 + △t

4

∥∥B0
h

∥∥ = 1
2 + O(△t). Since

X∗
p −Xk

p = △t
2 (V ∗

x,p − V k
x,p), it is easy to find∣∣∣X∗

p −Xk
p

∣∣∣ ≤ Cx△t2
∥∥∥E∗

h −Ek
h

∥∥∥ , (5.44)

where Cx = Cv2
2 (1− Cv1△t2

2△x )−1 = 1
4 +O(△t). Substituting (5.44) into (5.43), we have∥∥∥V ∗
p − V k

p

∥∥∥ ≤ Cv△t
∥∥∥E∗

h −Ek
h

∥∥∥ , (5.45)

where Cv = Cv1Cx△t2

△x + Cv2 =
1
2 +O(△t).

Remark 5.2. Define △Sp,h =
∑L∗

p

l=0 S1(xh −X
l+1/2,∗
p )

τ∗pl
△t −

∑Lk
p

l=0 S1(xh −X
l+1/2,k
p )

τkpl
△t . Choosing

H⃗ = e⃗h whose h-th component is unity and the rest are zero, it follows from Lemma 5.2 and 5.3

that

|△Sp,h| =
∣∣H∗

p −Hk
p

∣∣ ≤ 5Cx△t2

△x
∥E∗

h −Ek
h∥. (5.46)

Lemma 5.4. Based on the assumptions in Lemma 5.1, the eigenvalues of Mk satisfy

1

20
min
x

ρ(x, tm+ 1
2 ) ≤ eig(Mk) ≤ 2max

x
ρ(x, tm+ 1

2 ), (5.47)

when △t is small enough but independent of λ.

Proof. From Section 3.2, it is known that the charge conservation is ensured for any order B-splines

for the charge density. Therefore, there exists Mρ independent of k, m and λ such that

ρkh,i =

Np∑
p=1

ωp

Lk
p∑

l=0

Si(xh −X
l+ 1

2
,k

p )τkpl/(△t△x) ≤ Mρ, i = 0, 1, 2. (5.48)

For any vector H⃗, applying (5.32), (5.48) and the estimate for △Sp,h in (5.46), we have∥∥∥(M∗
x −Mk

x)H⃗
∥∥∥
l∞

=max
h

∣∣∣∣ Np∑
p=1

ωp

2△x
H∗

p ·
L∗
p∑

l=0

S1(xh −X
l+ 1

2
,∗

p )
τ∗pl
△t

−
Np∑
p=1

ωp

2△x
Hk

p ·
Lk
p∑

l=0

S1(xh −X
l+ 1

2
,k

p )
τkpl
△t

∣∣∣∣
=max

h

∣∣∣∣ Np∑
p=1

ωp

2△x

(
H∗

p −Hk
p

) L∗
p∑

l=0

S1(xh −X
l+ 1

2
,∗

p )
τ∗pl
△t

+

Np∑
p=1

ωp

2△x
Hk

p△Sp,h

∣∣∣∣
≤Cρ△t

∥∥H⃗∥∥
l∞

∥∥E∗
h −Ek

h

∥∥, (5.49)

where Cρ =
5CxMρ△t

△x . Following (5.17), we define M∗
x = 1

2△x(S
∗
x)

⊤DωS∗x, where S∗x = [S∗
pg] ∈ RNp×N

and S∗pg =
∑L∗

p

l=0 S1(xg−1/2 − X
l+1/2,∗
p )

τ∗pl
△t . Clearly, M∗

x is a symmetric matrix. From (5.49), one

gets ∣∣eig(Mk
x −M∗

x)
∣∣ ≤ CρE△t, (5.50)
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where CρE = Cρr. Using the same argument as in the proof of (5.49)-(5.50), combining with the

boundedness of E∗
h, we obtain ∣∣eig(Mm+ 1

2
x −M∗

x)
∣∣ ≤ Ce△t, (5.51)

where Ce depends on the exact solution and ME , MB. Since M∗
x, Mk

x and Mm+ 1
2

x are all symmetric

matrix, due to (5.50) and (5.51), we have

0 <
1

20
min
x

ρ(x, tm+ 1
2 ) ≤ 1

2
eigmin(M

m+ 1
2

x ) ≤ eig(Mk
x) ≤

3

2
eigmax(M

m+ 1
2

x ) ≤ 2max
x

ρ(x, tm+ 1
2 ),

when △t ≤ min{1, eigmin(M
m+1

2
x )

2(CρE+Ce)
}. The proof is finished by finding a similar estimate for Mk

y .

Remark 5.3. Comparing with Algorithm 1, the conservation error of the charge in Algorithm 2

depends on the iteration tolerance. In order to estimate the loss of the discrete continue equation,

we define

em+1
c =

∥∥(ρm+1
h − ρmh )/△t+∇h · J

m+ 1
2

h

∥∥.
Assume the iteration stops at k = k0, one gets

∥∥Em+1,k0+1
h − Em+1,k0

h

∥∥/∥∥Em
h

∥∥ ≤ etol. From

section 3.2, it can be seen that

(ρm+1
h − ρmh )/△t+∇h · ( ¯̄J

m+ 1
2
,k0

h +
△t

2
Mm+ 1

2
,k0(Em+1,k0

h )) = 0. (5.52)

Due to Lemma 5.4, there holds

em+1
c ≤ △t

2

∣∣∣∇h · (Mm+ 1
2
,k0(Em+1,k0+1

h −Em+1,k0
h ))

∣∣∣ ≤ Cc△t

△x
max
x

ρ(x, tm+ 1
2 )etol, (5.53)

where the constant Cc is independent of m and λ. Therefore, the error of the discrete continuity

equation will not accumulate.

5.2 The well-definedness and convergence of the iteration

Since the numerical scheme is fully implicit, it is obvious that the scheme is consistent with

the quasi-neutral system (2.6) when λ = 0. The key is that the convergence of the iteration does

not depend on λ. In this section, we will show the well-definedness and convergence of the iteration

algorithm are independent of λ.

Theorem 5.1. If the assumptions in Lemma 5.4 hold, the iteration of (5.7)-(5.8) is well defined

even when λ approaches zero.

Proof. The computation of (5.7) is easy, we refer to [8] for more details. It suffices to prove that

(5.8) is well posed after obtaining Xk
p and V k

p . From (5.8), eliminating Bk+1
h , we get

(
λ2

△t2
I+ 1

2
Mk)Ek+1

h +
1

4
∇h×(∇h×Ek+1

h ) =
1

△t
∇h×B0

h+
λ2

△t2
E0

h−
1

△t
¯̄J
1/2,k
h − 1

4
∇h×(∇h×E0

h).

(5.54)

Define a linear operator Lk such that for any Eh,

LkEh =
1

2
MkEh +

1

4
∇h × (∇h ×Eh). (5.55)
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Using Lk, we rewrite (5.54) as

(
λ2

△t2
I + Lk)Ek+1

h = (
λ2

△t2
I − Lk)E0

h +
1

△t
∇h ×B0

h − J̃0,k
×B − 1

△t
J̃h

0,k
. (5.56)

It suffices to prove that ( λ2

△t2
I + Lk) is invertible.

The matrix corresponding to operator Lk is defined by

Lk =

[
1
2M

k
x 0

0 1
2M

k
y +

1
4C

]
, (5.57)

where CE⃗y corresponds to ∇h ×∇h ×Eh and C ∈ RN×N is a symmetric matrix defined by

C =
1

△x2



2 −1 0 0 · · · −1

−1 2 −1 0 · · · 0

0 −1 2 −1 · · · 0

0 0 −1 2 · · · 0

· · ·

−1 0 0 · · · 2


. (5.58)

It is easy to find E⃗⊤
y CE⃗y =

∑
h(∇h ×Eh) · (∇h ×Eh) ≥ 0. However, periodic boundary conditions

cannot determine Eh uniquely. The proof is finished by finding eig( λ2

△t2
I+Lk) > 1

2eig(M
k) > 0, for

any λ ≥ 0.

Theorem 5.2. If all the assumptions in Theorem 5.1 hold, there exists a constant △x0 which is

independent of λ, we have

lim
k→∞

Ek
h = E∗

h, lim
k→∞

Bk
h = B∗

h, (5.59)

when △x ≤ △x0.

Proof. Following (5.54) and (5.56), we obtain a similar formula

(
λ2

△t2
I + L∗)E∗

h = (
λ2

△t2
I − L∗)E0

h +
1

△t
∇h ×B0

h − J̃0,∗
×B − 1

△t
J̃h

0,∗
, (5.60)

where the definitions of L∗ , J̃0,∗
×B and J̃0,∗

h are similar to Lk , J̃0,k
×B and J̃0,k

h . Subtracting (5.54)

from (5.60), there holds

(
λ2

△t2
I + Lk)(E∗

h −Ek+1
h ) = − 1

△t
(J̃h

0,∗ − J̃h
0,k

) + (Lk − L∗)(E∗
h +E0

h) + (J̃0,k
×B − J̃0,∗

×B). (5.61)

Let CJ = CρMV . Combining with the estimate of △Sp,h and (5.48), (5.44), it is clear to see that

∥∥J̃0,∗
h − J̃0,k

h

∥∥ ≤ MV

Np∑
p=1

ωp

△x

∣∣△Sp,h

∣∣ ≤ CJ△t2

△x

∥∥E∗
h −Ek

h

∥∥. (5.62)

Since (Lk − L∗)(E∗
h +E0

h) =
1
2(M

k −M∗)(E∗
h +E0

h), it is apparent from (5.49) to find

∥∥(L∗ − Lk)(E∗
h +E0

h)
∥∥ ≤ 1

2
CρME△t

∥∥E∗
h −Ek

h

∥∥. (5.63)
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Similarly, we get∥∥△VB

∥∥ =
∥∥(V ∗

p + V 0
p )×B∗

p − (V k
p + V 0

p )×Bk
p

∥∥ ≤ CB△t
∥∥B0

h

∥∥∥∥E∗
h −Ek

h

∥∥, (5.64)

where CB = 5Cx△t
△x + Cv. By the estimate of △Sp,h, (5.48) and (5.64), the same argument gives

∥∥J̃0,∗
×B − J̃0,k

×B

∥∥ =
∥∥∑

p

ωp

△x
△VB ·

Lk
p∑

l=0

Sl+ 1
2
,k(xh −Xp)

τkpl
△t

+
∑
p

ωp

△x
(V ∗

p + V 0
p )×B0,∗

p · △Sp,h

∥∥
≤ CV B

∥∥B0
h

∥∥△t
∥∥E∗

h −Ek
h

∥∥. (5.65)

Here CV B = CJ +CBMρ. From (5.62), (5.63) and (5.65), we conclude that the right term of (5.61)

denoted by RHS satisfies

RHS ≤ (CJ△xε + 1/2CρME△t+ CV BMB△t)
∥∥E∗

h −Ek
h

∥∥. (5.66)

From Lemma 5.4, we find

eigmin(
λ2

△t2
I+ Lk) ≥ λ2

△t2
+

1

2
eigmin(Mk). (5.67)

Combining (5.66) and (5.67), we obtain∥∥E∗
h −Ek+1

h

∥∥ ≤ 2(eigmin(Mk))−1
(
C1△xε + C2△t

)∥∥E∗
h −Ek

h

∥∥, (5.68)

where C1 = CJ , C2 = CρME/2+CV BMB. It can be shown that the iteration sequence is compressed

when △x ≤ min{1, ( eigmin(Mk)
4C1

)
1
ε , ( eigmin(Mk)

4C2
)

1
1+ε }, and these parameters depend on MV , ME , MB

and r but not λ. Since we have

Bk+1
h −B∗

h =
△t

2
∇h × (Ek+1

h −E∗
h),

it is easy to see that Bk
h tends to B∗

h as Ek
h goes to E∗

h.

6 Numerical simulations

In this section, we consider two different one-dimensional test problems to demonstrate the

accuracy and performance of the present algorithm. We show properties of energy-charge con-

servation and asymptotic preservation using standard electrostatic and electromagnetic tests. In

both cases, the computational domain is characterized by a uniform mesh and periodic boundary

conditions. We will see that while the AP-Particle scheme proposed in [15] loses the energy con-

servation property, the implicit APECC-methodology is able to control the energy loss within the

error tolerance, and while the implicit ECC method does not converge (when λ → 0), the implicit

APECC scheme still provides excellent accuracy.

To test the energy conservation, we define the discrete energy at time tm as

Wm
E =

λ2

2

∑
h

(Em
h )2△x, Wm

B =
1

2

∑
h

(Bm
h )2△x, Wm

V =
1

2

∑
p

ωp|V m
p |2.

And the total energy is defined by Wm
T = Wm

E + Wm
B + Wm

V . Besides, we denote by △Wm
T =

|Wm
T −W 0

T |/W 0
T the total energy error. In the Vlasov-Poisson equations, Em

h = −∇hϕ
m
h .
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Fig. 1: Resolved case of electrostatic tests with λ = 0.5, calculated by the implicit APECC, the

AP and the implicit ECC schemes.

6.1 Electrostatic tests

The system used for this problem is a one-species, one-dimensional, electrostatic model (the

magnetic field is disregarded, the ions are motionless uniform backgrounds). The scaled equations

are

∂tf + v∂xf + E∂vf = 0, (6.1)

−∂xϕ = E, −λ2∂2
xϕ = ρ− 1. (6.2)

The space domain is [0, 2π]. The initial electron density follows a Maxwellian distribution with a

small spatial perturbation

f0(x, v) = (1 + α cos(x))
1

2
√
2πσ

e−
(v+vb)

2+(v−vb)
2

2σ2 ,

where α = 0.005, σ = 0.008 and vb =
√
3
2 . Similar simulations are listed in [9, 27,36] .

Two different sets of parameter λ will be considered. All of the tests use Np = 106 and

etol = 10−6 in Algorithm 3 and Algorithm 4. In the first case, the scaled Debye length λ is taken

equal to 0.5. Fig. 1 shows the simulation results by using the resolved mesh (with △x = 2π/64,

△t = 0.02 ). It can be seen that the error in the total energy calculated with the implicit methods

is much lower than that obtained with the AP method. Hence, the kinetic energy calculated by

the AP method differs a little from the energy conservation methods for long-time simulations. In

terms of the number of iterations per step, the APECC method requires two iterations, while the

implicit ECC method generally requires three iterations. Next, we employ large spacial and time

steps with N = 16, △t = 1 = 2λ in the first case. It is shown from Fig. 2 that the implicit APECC

method has much better energy conservation properties than the standard implicit ECC method

and AP method.

In the second case, we set λ = 5·10−3 to test the asymptotic-preserving property of Algorithm 3.

Firstly, we obverse the changes in electric energy, kinetic energy and total energy computed by the

implicit APECC, the AP and the implicit ECC method during the time [0, 1] with the resolved

mesh (△x = 2π/400, △t = 10−4) in Fig. 3. The errors of total energy are plotted in Fig. 3(c),
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Fig. 2: Under-resolved case of electrostatic tests with λ = 0.5 calculated by the implicit APECC,

the AP and the implicit ECC schemes with N = 16, △t = 2λ.
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Fig. 3: Resolved case of electrostatic tests with λ = 5 · 10−3, calculated by the implicit APECC,

the AP and the implicit ECC schemes.

which shows that the implicit schemes conserve the energy better than the AP method. We then

perform long-time simulations with large spatial sizes and temporal steps. Since the parameter

λ controls the smallness of the plasma period with respect to the time scale of the problem, we

have τp ∼ λ, where τp is the typical period of electron oscillations. Let the simulation stop at

T = 7 ≈ 1400τp. Since the parameter λ is too small, the implicit ECC scheme does not converge

within 15 iterations. The outputs of the AP scheme and the implicit APECC scheme are shown

in Fig. 4 and Fig. 5. Most strikingly, only the AP scheme simulation with the smaller time step

(△t = 2.5 · 10−5, △x = 2π/1600) agrees well with the implicit APECC method, despite the fact

that the latter takes a very large special and time step for the simulation (△x ≈ △t = 10λ). For

this test, 8 iterations are sufficient to maintain conservation errors at relatively low levels (∼ 10−7).

Owing to the deterioration of the energy conservation, the AP scheme loses much accuracy.
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APECC and AP method with λ = 5 · 10−3 and △x ≈ △t = 10λ.
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Fig. 5: Under-resolved case of electrostatic tests with λ = 5 · 10−3, calculated by the implicit

APECC and the AP schemes with △x ≈ △t = 10λ.

6.2 Electromagnetic tests

In this section, we perform a detailed numerical study of the proposed scheme in the electro-

magnetic tests. Following [11], the initial conditions for the system (5.1)-(5.3) are given by

f(x, , vx, vy, 0) =
1

2πβ
e−v2y/β(e−(vx−vb)

2/β + e−(vx+vb)
2/β), (6.3)

Ex(x, 0) = Ey(x, 0) = 0, Bz(x, 0) = b sin(k0x), (6.4)

where β = 0.01, b = 0.001, k0 = 0.2 and the space is [0, 2π/k0]. We choose Np = 8 · 106 and

Tol = 10−6 in the following tests. Two different sets of parameter λ will be considered. In the

first case, we set λ = 1. It is a well-known streaming Weibel (SW) instability first analyzed

in [34]. The SW instability and its Weibel counterpart have been derived both analytically and

numerically in the literature [3–5,11,32–34] . In the second test, we choose λ = 5 · 10−4 to test the

asymptotic-preserving behavior.

We first use λ = 1 with the resolved mesh to test the accuracy. We employ N = 80 for the

spacial size and △t = 10−1 for the time step. It follows from Fig. 6 that the transfer of total energy

from kinetic to the fields. We observe that the magnetic and inductive electric fields grow initially

at a linear growth rate. All of methods show that saturation occurs at around t = 80 in agreement
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Fig. 6: Resolved case of electromagnetic tests with λ = 1, energy as a function of time calculated

by the AP, the implicit APECC and the implicit ECC schemes.
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Fig. 7: Resolved case of electromagnetic tests with λ = 1, calculated by the AP, implicit APECC

and ECC schemes.

with [11]. Compared with the AP scheme, the implicit methods exhibit additional oscillations due

to their use of a second-order time approximation to Maxwell’s equations. From Fig. 7(a), the

implicit methods have a better behavior on the energy-charge conservation. Although the implicit

APECC scheme does not guarantee the continuity equation exactly, it maintains a low level of error

from Fig. 7(b).

In the second test, we use a tiny parameter λ = 5 ·10−4 with large spacial and temporal sizes to

test the asymptotic preservation. Similar to the electrostatic tests, the implicit ECC scheme does

not work. The reference results are computed by the AP scheme with discretization parameters

resolving the Debye length (with △t = 10−5, N = 120, and Np = 4 · 107), whereas the AP scheme

and the implicit APECC scheme are now used with large steps (with △t = 20λ, N = 32). We

observe from Fig. 8 that the simulation results of the implicit APECC scheme agree more with

those with the resolved mesh, no matter the change of electric energy or magnetic energy. Fig. 9

shows the values of the electromagnetic field and density at the final time compared to the reference

results. The charge density and magnetic field are in the best agreement with the reference solution.
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Fig. 8: Under-resolved case of Electromagnetic tests with λ = 5 · 10−4, electromagnetic energy as a

function of time calculated by the implicit APECC and the AP schemes with △t = 20λ, N = 32.

The electric fields are in good agreement with the shape, although their values differ from those of

the reference results. To compare loss of energy and charge due to the numerical schemes, Fig. 10(a)

shows the error of total energy and Fig. 10(b) shows the error of discrete continues equation. Since

the AP scheme uses Boris correction to enforce Gauss’s law, we only show the results of the implicit

APECC scheme in Fig. 10(b). From Fig. 10, we obverse that the implicit APECC scheme conserves

both energy and charge. Moreover, three iterations are sufficient for the implicit APECC scheme

for either λ = 1 or λ = 5 · 10−4.

Finally, we test the behavior of the implicit APECC scheme and (5.6) in Assumption 5.1 when

λ → 0 . Fig. 11 shows the numerical results for the electromagnetic fields after one time step from

t = 0 with △t = 20λ, N = 32. It can be seen that the numerical solutions converge as λ tends to

zero. In addition, this iterative algorithm has a very fast convergence rate and usually converges

in three iterations, which is independent of λ.

7 Conclusion

An implicit, Asymptotic-Preserving and energy-charge-conserving Particle-In-Cell method for

the Vlasov-Maxwell system in the quasi-neutral limit has been presented. The proposed method

has been demonstrated analytically and numerically for its properties of conserving exactly the

total energy and charge controlled by a small error tolerance value, and asymptotically preserving

near quasineutrality. This implicit method is based on the orbital averaging of particle substeps

and decomposition of the current density into an implicit and explicit term.

In this paper, we do not mention the numerical treatment of the boundary conditions, although
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Fig. 9: Under-resolved case of Electromagnetic tests with λ = 5 · 10−4, plots of electromagnetic

field and density calculated by the implicit APECC scheme with △t = 20λ, N = 32.
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Fig. 10: Under-resolved case of electromagnetic tests with λ = 5 · 10−4, the error of total energy

and continuity equation calculated by the implicit APECC and the AP schemes.
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Fig. 11: Under-resolved case of electromagnetic tests calculated by the implicit APECC scheme

with △t = 20λ, N = 32 when λ → 0.

the method is naturally applicable to periodic boundary conditions. Note that the physical bound-

ary conditions do not affect the energy-charge conservation and asymptotic preservation properties,

but they add to the complexity of the numerical implementation. The theorems in this paper are

based on Assumption 5.1 and this should be the subject of future work.
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