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#### Abstract

We study a recently introduced simple method [S. Jin, N. Liu, and Y. Yu, Quantum simulation of partial differential equations via Schrödingerisation, arXiv:2212.13969] for solving general linear partial differential equations with quantum simulation. This method converts linear partial differential equations into a Hamiltonian system, using a simple transformation called the warped phase transformation. Here we provide a more-in-depth technical discussion and expand on this approach in a more detailed and pedagogical way. We apply this to examples of partial differential equations, including heat, convection, Fokker-Planck, linear Boltzmann, and Black-Scholes equations. This approach can also be extended to general linear partial differential equations, including the Vlasov-Fokker-Planck equation and the Liouville representation equation for nonlinear ordinary differential equations. Extension to higher-order time derivatives is also possible.
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## I. INTRODUCTION

Quantum algorithms for solving partial differential equations (PDEs) have received extensive attention in recent years [1-14]. This is due to the fact that many classical methods for solving PDEs suffer from the curse of dimensionality, whereas quantum methods are observed to be less costly due, for instance, to the development of quantum algorithms with up to exponential advantage in linear algebraic problems [4,7,12,15-19]. For time-dependent PDEs, one usually discretizes the spatial variables to get a system of ordinary differential equations (ODEs), which in turn is solved by quantum ODE solvers [4,7,15]. In particular, when the resulting ODE is also a Hamiltonian system, quantum simulation methods can be performed. In general, quantum simulations have less time complexity than quantum ODE solvers or other quantum linear algebra solvers (e.g., the quantum difference methods $[4,12]$ ) and thus the design for quantum simulation algorithms for solving linear PDEs is important for a wide range of applications. A very recent proposal is based on block encoding [20].

This paper presents more-in-depth technical details for a protocol that transforms a general linear PDE into a quantum Hamiltonian system. We call this method the Schrödingerization method, introduced in our paper in [21]. From the simplest example of the heat equation, for instance, a corresponding set of Schrödinger equations can be derived. In Sec. II we present the heat equation example in detail, as an example to familiarize the reader with the technique. We also present the example of the convection equation.

[^0]This method is inspired by a recently developed transformation given in [10], though originally for a completely different motivation. Here we introduce an auxiliary variable and construct a transformation, referred to as the warped phase transformation, that converts the original equation into an equation that has the structure of the Schrödinger operator. Then it can subsequently be simulated by quantum Hamiltonian simulation. Since the method introduces only a one-dimensional auxiliary variable, the additional computational cost is small.

When discretizing a general linear PDE by spectral methods or other numerical methods, a Hamiltonian system is not necessarily obtained. There are two reasons for this: One is that the coefficient matrix arising from each term of the equation is not always preceded by the imaginary number $i=\sqrt{-1}$ and the other is that despite the imaginary number, the coefficient matrix is usually not symmetric, especially for problems with variable coefficients or for the discretization schemes that are not centered (with a symmetric stencil).

We observe that applying the warped phase transformation works for equations with constant coefficients and it also works for some variable-coefficient problems. However, for general variable-coefficient problems, the direct use of the method does not necessarily achieve the goal of getting a Hamiltonian system. For example, see the Vlasov-FokkerPlanck equation discussed in Sec. IV D.

For this reason, we further design a universal algorithm for the system of linear ODEs based on warped transformation, where the system of ODEs is obtained after spatial discretizations of any linear PDEs. In Sec. III we introduce an algorithm for this general linear system of ODEs. This idea works for ODEs resulting from spatial discretizations for all constant-coefficient and even some variable-coefficient PDEs. We also discuss some alternative methods to our approach.

We remark that this approach will also find a variety of applications in solving problems with a (time-dependent or -independent) source term and boundary-value problems (with time-dependent or -independent boundary conditions). In fact, when constructing Hamiltonian systems for general boundary-value problems (for example, with the Dirichlet boundary condition), the inhomogeneous right-hand side in the resulting ODE system may arise after spatial discretization of the boundary conditions for the PDEs. We propose a simple augmentation technique (see Remark 6 and $[22,23]$ ) to resolve this issue, which together with the warped phase transformation allows our method to be applied to timedependent boundary-value problems. This approach has also been recently applied to linear algebra problems like the linear systems of equations and finding maximum eigenvalues and eigenvectors [24].

In Sec. IV we show that our method is applicable to a variety of important linear partial differential equations, including the linear heat, convection, Vlasov-Fokker-Planck, linear Boltzmann, and Black-Scholes equations. For nonlinear problems, we give an application via the linear representation (Liouville representation) approach for nonlinear dynamical systems. It is worth pointing out that the Liouville representation can be symmetrized using the Koopman-von Neumann representation [11,25-27], but it involves the square root of the Dirac delta function $\delta(x)$, which is not well defined mathematically, even in the weak sense. Thus one needs to be more careful in interpreting its solution and the consequent numerical convergence in a suitable solution space [26]. Our approach allows a direct treatment of the Liouville equation and hence does not have difficulties in this regard.

## II. QUANTUM SIMULATION OF THE HEAT AND CONVECTION EQUATIONS

## A. The heat equation rewritten as a system of Schrödinger equations

This section demonstrates how to transform a linear heat equation into Schrödinger-type PDEs.

## 1. Heat equation

Consider the initial-value problem of the linear heat equation

$$
\begin{aligned}
\partial_{t} u-\Delta u & =0, \\
u(0, x) & =u_{0}(x),
\end{aligned}
$$

where $u=u(t, x), x=\left(x_{1}, x_{2}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$ is the position, and $t \geqslant 0$. Introduce an auxiliary variable $p>0$ and define

$$
w(t, x, p)=e^{-p} u(t, x), \quad p>0
$$

A simple calculation shows that $w$ solves

$$
\begin{equation*}
\partial_{t} w+\partial_{p} \Delta_{x} w=0, \quad p>0 \tag{1}
\end{equation*}
$$

From $w$ one can recover $u$ via

$$
\begin{equation*}
u(t, x)=\int_{0}^{\infty} w(t, x, p) d p=\int_{-\infty}^{\infty} \chi(p) w(t, x, p) d p \tag{2}
\end{equation*}
$$

where $\chi(p)=1$ for $p>0$ and $\chi(p)=0$ for $p<0$ or, since $u(t, x)=e^{p} w(t, x, p)$ for all $p>0$, one can simply choose


FIG. 1. Quantum circuit for the preparation of $|\boldsymbol{u}(t)\rangle$.
any $p_{*}>0$ and let

$$
\begin{equation*}
u(t, x)=e^{p_{*}} w\left(t, x, p_{*}\right) \tag{3}
\end{equation*}
$$

Applying the Fourier transform on $x$ (here we assume $x$ is defined in a periodic domain) and letting $\hat{w}(t, \xi, p)$, with $\xi=$ $\left[\xi_{1}, \ldots, \xi_{d}\right]^{T}$ the Fourier modes, be the corresponding Fourier transform of $w$, one gets a convection equation

$$
\partial_{t} \hat{w}-|\xi|^{2} \partial_{p} \hat{w}=0,
$$

where $|\xi|^{2}=\xi_{1}^{2}+\cdots+\xi_{d}^{2}$. Clearly, the solution $\hat{w}$ moves from the right to the left, so no boundary condition is needed at $p=0$, while the initial data of $w$ are given by

$$
w(0, x, p)=e^{-p} u_{0}(x), \quad p>0 .
$$

Moreover, if we extend $w$ to $p<0$, then the solution does not impact the region $p>0$ for $w$. For this reason, we symmetrically extend the initial data of $w$ to $p<0$ but keep Eq. (1):

$$
\begin{align*}
\partial_{t} w+\Delta_{x} \partial_{p} w & =0, \quad p \in(-\infty, \infty) \\
w(0, x, p) & =e^{-|p|} u_{0}(x) \tag{4}
\end{align*}
$$

This equation for $w$ will be called the phase-space heat equation. The solution obviously coincides with the solution of (1) when $p>0$. Due to the exponential decay of $e^{-|p|}$, one can (computationally) impose the periodic boundary condition $w(t, x, p=-L)=w(t, x, p=L)(=0)$ in the $p$ direction for some $L>0$ sufficiently large. Then the Fourier transform on $p$ gives

$$
\begin{equation*}
\partial_{t} \tilde{w}-i \eta \Delta \tilde{w}=0 \text { or } i \partial_{t} \tilde{w}=-\eta \Delta \tilde{w} \tag{5}
\end{equation*}
$$

where $\tilde{w}(t, x, \eta), \eta \in \mathbb{R}$, is the Fourier transform of $w$ in $p$. Equation (5) is clearly the Schrödinger equation, for every $\eta$.

This means that $\tilde{w}$ evolves according to $\tilde{w}(t, x, \eta)=$ $\exp (-i t \eta \Delta) \tilde{w}(0, x, \eta)$. If we embed the values of $\tilde{w}(0, x, \eta)$ into the amplitudes of a quantum state $|\tilde{w}(0)\rangle$, then we can recover $|\tilde{w}(t)\rangle=\exp \left(-i \hat{p}^{2} \otimes \hat{\eta}\right)|\tilde{w}(0)\rangle$ with a unitary quantum circuit $\exp \left(-i \hat{p}^{2} \otimes \hat{\eta}\right)$, where $\hat{p}$ is the momentum operator and $\hat{\eta}$ is another quadrature operator with eigenvalue $\eta$. In a more general scenario, instead of using $\Delta$, we can have some other Hamiltonian $H$, so we have a more general unitary operator $\exp (-i H \otimes \hat{\eta} t)$. The preparation of $|\tilde{w}(0)\rangle$ is straightforward. When given $|u(0)\rangle$, we form a product state with the auxiliary mode proportional to $\int d p \exp (-|p|)|p\rangle$ and then take a quantum Fourier transform with respect to the auxiliary mode. After application of $\exp (-i H \otimes \hat{\eta} t)$ we have $|\tilde{w}(t)\rangle$. To recover $|u(t)\rangle$, we apply an inverse quantum Fourier transform to the auxiliary mode and obtain $|w(t)\rangle$. Finally, from Eq. (2) we see we need only the $p>0$ parts of the auxiliary mode to recover $|u(t)\rangle$, so in the simplest setting we can apply $\hat{P}$ to the auxiliary mode to project out only the $p>0$ parts (see Fig. 1).

For a fully continuous-variable formulation of Schrödingerization, with $H$ also a continuous-variable operator, see [28].

Remark 1. One can justify the validity of the setup (4) (which is more convenient than the half-space problem for $w$ if one uses, for example, spectral methods in $p$ space) in another way. Applying the Fourier transform on $x$ to (4), one gets

$$
\begin{aligned}
\partial_{t} \hat{w}_{t}(t, \xi, p)-|\xi|^{2} \partial_{p} \hat{w}(t, \xi, p) & =0, \quad p \in(-\infty, \infty), \\
\hat{w}(0, \xi, p) & =e^{-|p|} \hat{u}_{0}(\xi) .
\end{aligned}
$$

Using the method of characteristics, the analytic solution is given by

$$
\begin{equation*}
\hat{w}(t, \xi, p)=\hat{w}\left(0, p+|\xi|^{2} t\right)=e^{-\left|p+|\xi|^{2} t\right|} \hat{u}_{0}(\xi) \tag{6}
\end{equation*}
$$

If $p>0$, then

$$
\hat{w}(t, \xi, p)=e^{-\left|p+|\xi|^{2} t\right|} \hat{u}_{0}=e^{-p}\left[e^{-|\xi|^{2} t} \hat{u}_{0}(\xi)\right]
$$

The inverse transform implies

$$
w(t, p)=e^{-p} \mathcal{F}^{-1}\left(e^{-|\xi|^{2} t} \hat{u}_{0}(\xi)\right)=e^{-p} u(t, x)
$$

where $\mathcal{F}$ represents the Fourier transform. This is exactly the solution of (1).

From (6) one sees that $|\hat{w}(t, \xi, p)| \leqslant\left|\hat{u}_{0}(\xi)\right|$. Note that if $u_{0}(x) \in C^{k}$, then $\hat{u}_{0}(\xi) \sim O\left(1 /|\xi|^{k}\right)$. Therefore, if $u_{0}(x)$ is sufficiently smooth, $\hat{w}$ decays very fast in $\xi$, which means only those $\xi$ such that $|\xi|=O(1)$ are important; hence $\hat{w}$ will move to the left with $O(1)$ speed. Thus, for $T=O(1),|L|=O(1)$ is sufficient for the computational domain of $p \in[L, R]$, where $L<0$ and $R>0$.

From Remark 1 and Eq. (4) one sees easily that

$$
\begin{gathered}
\int_{-\infty}^{\infty} \int_{0}^{\infty} w(t, x, p)^{2} d p d x=\frac{1}{2} \int_{-\infty}^{\infty} u(t, x)^{2} d p d x \\
\int_{-\infty}^{\infty} \int_{\infty}^{\infty} w(t, x, p)^{2} d p d x=\int_{-\infty}^{\infty} u_{0}(x)^{2} d x
\end{gathered}
$$

Standard PDE analysis using Poincaré's inequality gives

$$
\begin{equation*}
\int_{-\infty}^{\infty} \int_{0}^{\infty} w(t, x, p)^{2} d p d x \leqslant e^{-\alpha t} \int_{-\infty}^{\infty} \int_{\infty}^{\infty} w(t, x, p)^{2} d p d x \tag{7}
\end{equation*}
$$

for some positive constant $\alpha$ that depends on the (finite) domain size in $x$.

Example 1. We conduct a numerical test in one dimension to justify the above idea:

$$
\begin{aligned}
u_{t}-u_{x x} & =0, \quad x \in(-1,1) \\
u(0, x) & =u_{0}(x) \\
u(t,-1) & =u(t, 1), \quad u_{x}(t,-1)=u_{x}(t, 1)
\end{aligned}
$$

The exact solution is given by $u(t, x)=e^{-\pi^{2} t} \sin (\pi x)$.
For numerical implementation, it is natural and convenient to introduce $\alpha=\alpha(p)$ in the initial data of (4) for $p<0$ :

$$
\begin{align*}
\partial_{t} w+\partial_{x x p} w & =0, \quad p \in(-\infty, \infty) \\
w(0, x, p) & :=w_{0}(x, p)=e^{-\alpha|p|} u_{0}(x) \tag{8}
\end{align*}
$$



FIG. 2. Schematic diagram for the computational domain of $p$.

To match the exact solution, $\alpha(p)=1$ is necessary for the region $p>0$. In the $p>0$ domain, we will truncation the domain at $p=R$, where $R$ is sufficiently large such that $e^{-R} \approx$ 0 . We will choose a large $\alpha$ for $p<0$ so the solution (see Fig. 2) will have a support within a relatively small domain. Since the wave $\hat{w}$ moves to the left, one needs to choose the artificial boundary at $p=L<0$ for $|L|$ large enough such that $\hat{w}$, initially almost compact at $\left[L_{0}, R\right]$, will not reach the point $p=L$ throughout the duration of the computation. This will allow one to use periodic boundary condition in $p$ for the spectral approximation.

The Fourier spectral approach will be used to discretize the spatial and the auxiliary variables. Let $M$ and $N$ be two even numbers. We choose uniform mesh sizes $\Delta x=2 / M$ and $\Delta p=(R-L) / N$ for the spatial and the auxiliary variables, with the grid points denoted by $x_{0}<$ $x_{1}<\cdots<x_{M}$ and $p_{0}<p_{1}<\cdots<p_{N}$, respectively. Let $\boldsymbol{w}(t, p)=\left[w\left(t, x_{0}, p\right), w\left(t, x_{1}, p\right), \ldots, w\left(t, x_{M-1}, p\right)\right]^{T}$. The discrete Fourier transform (DFT) on $x$ gives

$$
\begin{align*}
\partial_{t} \boldsymbol{w}(t, p)-P_{\mu}^{2} \partial_{p} \boldsymbol{w}(t, p) & =0, \quad p \in(L, R), \\
\boldsymbol{w}(0, p) & =e^{-\alpha|p|} \boldsymbol{u}_{0}, \tag{9}
\end{align*}
$$

where $\boldsymbol{u}_{0}=\left[u\left(0, x_{1}\right), \ldots, u\left(0, x_{M-1}\right)\right]^{T}$ and $P_{\mu}$ is the matrix representation of the momentum operator $-i \partial_{x}$ in the original variables. For details on the derivation of (9), refer to the next section for notation. The matrix $P_{\mu}$ can be diagonalized via $D_{\mu}=\Phi^{-1} P_{\mu} \Phi$, where $D_{\mu}=\operatorname{diag}\left(\mu_{-M / 2}, \ldots, \mu_{M / 2-1}\right)$ is a diagonal matrix with $\mu_{l}=\pi l$ for $l=-M / 2, \ldots, M / 2-1$. Let $\hat{\boldsymbol{w}}(t, p)=\Phi^{-1} \boldsymbol{w}(t, p)$. Then one has

$$
\begin{align*}
\partial_{t} \hat{\boldsymbol{w}}(t, p)-D_{\mu}^{2} \partial_{p} \hat{\boldsymbol{w}}(t, p) & =0, \quad p \in(L, R), \\
\hat{\boldsymbol{w}}(0, p) & =e^{-\alpha|p|} \hat{\boldsymbol{u}}_{0}, \tag{10}
\end{align*}
$$

where $\hat{\boldsymbol{u}}_{0}=\Phi^{-1} \boldsymbol{u}_{0}$ and the $l$ th component of $\hat{\boldsymbol{w}}$, denoted by $\hat{\boldsymbol{w}}_{l}$, corresponds to a linear hyperbolic system and the wave moves from the right to the left with speed $s_{l}=\mu_{l}^{2}$. The analytic solution to (10) is obviously given by

$$
\begin{equation*}
\hat{\boldsymbol{w}}_{l}(t, p)=e^{-\alpha\left(p+s_{l} t\right)\left|p+s_{l} t\right|} \hat{\boldsymbol{u}}_{0, l}, \tag{11}
\end{equation*}
$$

where $l=-M / 2, \ldots, M / 2-1$. According to Remark 1 , when $u_{0}(x)$ is sufficiently smooth, we know that the fastest left-moving wave will have a speed $s_{*}=O(1)$. Given the


FIG. 3. Discrete Fourier transform of the initial data $u_{0}(x)=$ $\sin (\pi x)$.
evolution time $T$, we can estimate a large enough $|L|$ such that $\left|s_{*} T\right|<|L|$.

Now we consider the full discretization. Let the grid value matrix $W(t):=\left(w\left(t, x_{i}, p_{j}\right)\right)_{M \times N}$, which can be straightened as

$$
\boldsymbol{w}(t)=\left[\boldsymbol{w}_{0} ; \boldsymbol{w}_{1} ; \ldots ; \boldsymbol{w}_{M-1}\right]=\sum_{i j} w\left(t, x_{i}, p_{j}\right)|i, j\rangle
$$

where the semicolon indicates the straightening of $\left\{\boldsymbol{w}_{i}\right\}_{i \geqslant 1}$ into a column vector and

$$
\boldsymbol{w}_{i}=\left[w\left(t, x_{i}, p_{0}\right), w\left(t, x_{i}, p_{1}\right), \ldots, w\left(t, x_{i}, p_{N-1}\right)\right]^{T} .
$$

Performing the DFT on both $x$ and $p$ yields

$$
\begin{equation*}
\partial_{t} \boldsymbol{w}(t)-i\left(P_{\mu}^{2} \otimes P_{\mu}\right) \boldsymbol{w}(t)=\mathbf{0} \tag{12}
\end{equation*}
$$

where we use the same denotation $P_{\mu}$ for both variables since no confusion will arise. Let $F_{x}$ and $F_{p}$ be the discrete Fourier transform matrices for $x$ and $p$, respectively. One can translate Eq. (12) into the frequency space

$$
\partial_{t} \boldsymbol{c}(t)-i\left(D_{\mu}^{2} \otimes D_{\mu}\right) \boldsymbol{c}(t)=\mathbf{0}
$$

where $\boldsymbol{c}(t)=\left(F_{x}^{-1} \otimes F_{p}^{-1}\right) \boldsymbol{w}(t)$. If $\boldsymbol{c}(t)$ is arranged as a matrix $C(t)$ in the form of $W(t)$, then the relation $W=$ $Q C P^{T}=F_{p} C F_{x}^{T}$ or $C=Q^{-1} W P^{-T}=F_{p}^{-1} W F_{x}^{-T}$ is easily found, which avoids the use of memory-consuming tensor products. Therefore, the numerical realization can be effectively implemented via the discrete Fourier transform (see Remark 2). The solution $\hat{\boldsymbol{w}}_{l}(t, p)$ of (10) can be extracted from the $l$ th row of $F_{x}^{-1} W$.

In the numerical test, we choose $M=2^{4}=16$ and $N=$ $2^{9}=512$. In Fig. 3 we plot the modulus of the DFT coefficients $\hat{\boldsymbol{u}}_{0}$. Clearly, the amplitudes decay very fast in the Fourier mode $\mu_{l}$, and $\mu_{ \pm 1}$ contribute most to the propagation. Therefore, for this example one can choose time $t$ such that

$$
\begin{equation*}
s_{1} t \leqslant L_{0}-L \text { or } t \leqslant T_{*}:=\left(L_{0}-L\right) / s_{1} \tag{13}
\end{equation*}
$$



FIG. 4. Numerical and exact solutions of $\boldsymbol{u}\left(t=T_{*}\right)$ for the spectral method using (a) Eq. (3) and (b) Eq. (2).
where $s_{1}=\pi^{2} \in O(1)$. For other parameters, we choose $L=$ $-5, R=5, t=T_{*}, \alpha=10$ for $p<0$, and $L_{0}=-1$ (the estimated $T_{*}=0.4053$ ). The numerical solutions for $\boldsymbol{u}(t)=$ $\left[u\left(t, x_{0}\right), \ldots, u\left(t, x_{M}\right)\right]^{T}$ are displayed in Fig. 4, with (3) and (2) used to restore the solutions, respectively. Note that it is better to pick the point $p_{*}>0$ near $p=0$, for example, $p_{*}=p_{N / 2+3}$, to avoid the loss of significant digits of $e^{-p *}$ for large $p^{*}$.

To validate the choice of computational domain shown in Fig. 2, we now take snapshots of the movement of the wave corresponding to Eq. (10), with the result shown in Fig. 5(a). Since the wave amplitude in the frequency space is a complex number and its real part is small, we display in this figure the modulus of these complex numbers, i.e., $\left|\hat{\boldsymbol{w}}_{l_{*}}\left(t, p_{j}\right)\right|$ for $j=0,1, \ldots, N-1$, where $l_{*}$ corresponds to the speed $s_{*}$. The blue dashed line represents the initial wave $|\hat{\boldsymbol{w}}(0, p)|$ and the red circles and black solid lines are the analytic


FIG. 5. Initial and evolved waves in the frequency and original spaces ( $T_{*}=0.4053$ ): (a) modulus of the wave amplitude $\left|\hat{\boldsymbol{w}}_{l_{*}}\left(t, p_{j}\right)\right|$ corresponding to (10) in the frequency space and (b) wave amplitude $\boldsymbol{w}_{i_{*}}\left(t, p_{j}\right)$ corresponding to (9) in the original space.
solution given by (11) and the numerical solution at time $t=$ $T_{*}$, respectively. We also plot the wave amplitudes $\boldsymbol{w}_{i_{*}}\left(t, p_{j}\right)$ in the original space in Fig. 5(b), where $i_{*}$ corresponds to local index of $s_{*}$ in $\left\{s_{i}\right\}$. As observed, the waves in both spaces have almost moved to the left end, which validates the previous arguments.

Given $t=T=1$, we can choose a large enough $L$ in absolute value to get satisfactory numerical results. In view of the relation (13), we take $L=L_{0}-T s_{1} \approx 11$. Considering the periodic condition, one can choose $\alpha=40$ and $R=10$, for example, with the results shown in Fig. 6.

One can also use the finite-difference discretization to further validate the above arguments. For the spatial discretization, we use the central difference to get

$$
\begin{aligned}
& \partial_{t} w_{i}(t, p)+\partial_{p} \frac{w_{i-1}(t, p)-2 w_{i}(t, p)+w_{i+1}(t, p)}{\Delta x^{2}}=0, \\
& w_{0}(t, p)=w_{M}(t, p),
\end{aligned}
$$



FIG. 6. Numerical results for given evolution time $t=T=1$ : (a) numerical solution for the heat equation recovered by (2), (b) modulus of the wave amplitude $\left|\hat{\boldsymbol{w}}_{l_{*}}\left(t, p_{j}\right)\right|$, and (c) wave amplitude $\boldsymbol{w}_{i_{*}}\left(t, p_{j}\right)$.

$$
\frac{w_{1}(t, p)-w_{-1}(t, p)}{2 \Delta x}=\frac{w_{M+1}(t, p)-w_{M-1}(t, p)}{2 \Delta x}
$$

for $i=1,2, \ldots, M-1$, where we have introduced the ghost points $x_{-1}$ and $x_{M+1}$. To get a closed system, we assume the discretization is valid on $x=x_{0}$ and $x=x_{M}$ :

$$
\partial_{t} w_{0}(t, p)+\partial_{p} \frac{w_{-1}(t, p)-2 w_{0}(t, p)+w_{1}(t, p)}{\Delta x^{2}}=0
$$

at $i=0$ and

$$
\partial_{t} w_{M}(t, p)+\partial_{p} \frac{w_{M-1}(t, p)-2 w_{M}(t, p)+w_{M+1}(t, p)}{\Delta x^{2}}=0
$$

at $i=M$. Summing the above two equations and eliminating the ghost values

$$
\begin{aligned}
\partial_{t} w_{0}(t, p)+\partial_{p} \frac{-2 w_{0}(t, p)+w_{1}(t, p)+w_{M-1}(t, p)}{\Delta x^{2}} & =0 \\
i & =0
\end{aligned}
$$

we then obtain the system

$$
\partial_{t} \boldsymbol{w}(t, p)+A \partial_{p} \boldsymbol{w}(t, p)=\mathbf{0}
$$

where

$$
\begin{aligned}
\boldsymbol{w}(t, p) & =\left[\begin{array}{c}
w_{0}(t, p) \\
w_{1}(t, p) \\
\vdots \\
w_{M-2}(t, p) \\
w_{M-1}(t, p)
\end{array}\right], \\
A & =\frac{1}{\Delta x^{2}}\left[\begin{array}{ccccc}
-2 & 1 & & & 1 \\
1 & -2 & 1 & & \\
& \ddots & \ddots & \ddots & \\
& & 1 & -2 & 1 \\
1 & & & 1 & -2
\end{array}\right]
\end{aligned}
$$

One can check that the eigenvalues of $A$ are $\lambda_{k}(A)=$ $-\frac{4}{\Delta x^{2}} \sin ^{2} \frac{k \pi}{M}$ for $k=0,1, \ldots, M-1$. Let $\boldsymbol{w}_{j}^{n}$ be the approximation to $\boldsymbol{w}\left(t_{n}, p_{j}\right)$. For the periodic boundary condition, the value $\boldsymbol{w}_{0}=\boldsymbol{w}_{N}$ along the boundaries is unknown. We introduce $\boldsymbol{w}_{N}$ into the vector of grid values $\boldsymbol{W}^{n}=\left[\boldsymbol{w}_{1}^{n} ; \ldots ; \boldsymbol{w}_{N}^{n}\right]$, with the semicolon indicating the straightening of $\left\{\boldsymbol{w}_{i}\right\}_{i \geqslant 1}$ into a column vector. Since $\lambda_{k} \leqslant 0$, we adopt the upwind discretization on $p$ and obtain

$$
\frac{\boldsymbol{w}_{j}^{n+1}-\boldsymbol{w}_{j}^{n}}{\Delta t}+A \frac{\boldsymbol{w}_{j+1}^{n}-\boldsymbol{w}_{j}^{n}}{\Delta p}=\mathbf{0}, \quad j=1, \ldots, N-1
$$

The above system is closed by assuming the discretization holds at $p=p_{0}$. In view of the periodicity, the additional equation can be written as

$$
\frac{\boldsymbol{w}_{N}^{n+1}-\boldsymbol{w}_{N}^{n}}{\Delta t}+A \frac{\boldsymbol{w}_{1}^{n}-\boldsymbol{w}_{N}^{n}}{\Delta p}=\mathbf{0}, \quad j=N
$$

The final iterative system is

$$
\boldsymbol{W}^{n+1}=B \boldsymbol{W}^{n}, \quad n=0,1, \ldots, N_{t}-1
$$

with

$$
\boldsymbol{B}=\left[\begin{array}{ccccc}
I+A_{1} & -A_{1} & & & \\
& I+A_{1} & -A_{1} & & \\
& & \ddots & \ddots & \\
& & & I+A_{1} & -A_{1} \\
-A_{1} & & & & I+A_{1}
\end{array}\right]
$$



FIG. 7. Numerical and exact solutions of $\boldsymbol{u}\left(t=T_{*}\right)$ for the finitedifference method using (a) Eq. (3) and (b) Eq. (2).

$$
A_{1}=\frac{\Delta t}{\Delta p} A
$$

The numerical results are similar to that of the spectral method under the same settings, as shown in Fig. 7.

## 2. Notation for the Fourier spectral discretization

For the Fourier spectral discretization, we will use the notation given in [26]. For one-dimensional problems we choose a uniform spatial mesh size $\Delta x=(b-a) / M$ for $M=2 N=$ $2^{m}$, with $m$ a positive integer, and time step $\Delta t$, and we let the grid points be

$$
x_{j}=a+j \Delta x, \quad j=0,1, \ldots, M
$$

As an example we consider the periodic boundary conditions. For $x \in[a, b]$, the one-dimensional basis functions for the Fourier spectral method are usually chosen as

$$
\phi_{l}(x)=e^{i \mu_{l}(x-a)}, \quad \mu_{l}=\frac{2 \pi l}{b-a}, \quad l=-N, \ldots, N-1
$$

For convenience, we adjust the index as

$$
\phi_{l}(x)=e^{i \mu_{l}(x-a)}, \quad \mu_{l}=\frac{2 \pi(l-N-1)}{b-a}
$$

where $1 \leqslant l \leqslant M=2 N$. The approximation to $u(x)$ in the one-dimensional space is

$$
\begin{equation*}
u(x)=\sum_{l=1}^{M} c_{l} \phi_{l}(x), \quad x=x_{j}, j=0,1, \ldots, M-1, \tag{14}
\end{equation*}
$$

which can be written in vector form $\boldsymbol{u}=\Phi \boldsymbol{c}$, where $\boldsymbol{u}=$ $\left[u\left(x_{j}\right)\right]_{M \times 1}, \boldsymbol{c}=\left(c_{l}\right)_{M \times 1}$, and $\Phi=\left(\phi_{j l}\right)_{M \times M}=\left[\phi_{l}\left(x_{j}\right)\right]_{M \times M}$.

The $d$-dimensional grid points are given by $x_{j}=$ $\left(x_{j_{1}}, \ldots, x_{j_{d}}\right)$, where $\boldsymbol{j}=\left(j_{1}, \ldots, j_{d}\right)$ and

$$
x_{j_{i}}=a+j_{i} \Delta x, \quad j_{i}=0,1, \ldots, M-1, i=1, \ldots, d
$$

The multidimensional basis functions are written as $\phi_{l}(x)=\phi_{l_{1}}\left(x_{1}\right) \cdots \phi_{l_{d}}\left(x_{d}\right), \quad$ where $\quad \boldsymbol{l}=\left(l_{1}, \ldots, l_{d}\right) \quad$ and $1 \leqslant l_{i} \leqslant M$. The corresponding approximate solution is $u(x)=\sum_{l} c_{l} \phi_{l}(x)$, with the coefficients determined by the values at the grid or collocation points $x_{j}$. These collocation values will be arranged as a column vector

$$
\boldsymbol{u}(t)=\sum_{j} u\left(t, x_{j}\right)\left|j_{1}\right\rangle \otimes \cdots \otimes\left|j_{d}\right\rangle
$$

that is, the $n_{j}$ th entry of $\boldsymbol{u}$ is $u\left(t, x_{j}\right)$, with the global index given by

$$
n_{j}:=j_{1} 2^{d-1}+\cdots+j_{d} 2^{0}, \quad j=\left(j_{1}, \ldots, j_{d}\right)
$$

Similarly, $c_{l}$ is written in a column vector as $\boldsymbol{c}=\sum_{l} c_{l}\left|l_{1}\right\rangle \otimes$ $\cdots \otimes\left|l_{d}\right\rangle$. For convenience, let $c_{l}=c_{l_{1}} \cdots c_{l_{d}}$. Then

$$
\begin{equation*}
u\left(t, x_{j}\right)=\sum_{l} c_{l_{1}} \cdots c_{l_{d}} \phi_{l_{1}}\left(x_{j_{1}}\right) \cdots \phi_{l_{d}}\left(x_{j_{d}}\right) \tag{15}
\end{equation*}
$$

and the transition between $\boldsymbol{u}$ and $\boldsymbol{c}$ is given by

$$
\begin{equation*}
\boldsymbol{u}=\boldsymbol{u}^{(1)} \otimes \cdots \otimes \boldsymbol{u}^{(d)}=\left(\Phi \boldsymbol{c}^{(1)}\right) \otimes \cdots \otimes\left(\Phi \boldsymbol{c}^{(d)}\right)=\Phi^{\otimes^{d}} \boldsymbol{c} \tag{16}
\end{equation*}
$$

where

$$
\begin{align*}
\Phi^{\otimes^{d}} & =\underbrace{\Phi \otimes \cdots \otimes \Phi}_{d \text { matrices }}, \quad \boldsymbol{c}^{(i)}=\left(c_{l_{i}}\right)_{M \times 1}, \quad u^{(l)}=\Phi \boldsymbol{c}^{(l)} \\
\boldsymbol{c} & =\boldsymbol{c}^{(1)} \otimes \cdots \otimes \boldsymbol{c}^{(d)}=\sum_{l} c_{l}\left|l_{1}\right\rangle \otimes \cdots \otimes\left|l_{d}\right\rangle \tag{17}
\end{align*}
$$

For later use, we next determine the transitions between the position operator $\hat{x}_{j}$ and the momentum operator $\hat{P}_{j}=-i \frac{\partial}{\partial x_{j}}$ in discrete settings. Let $u(x)$ be a function in one dimension and $\boldsymbol{u}=\left[u\left(x_{0}\right), \ldots, u\left(x_{M-1}\right)\right]^{T}$ be the mesh function with $M=2 N$. The discrete position operator $\hat{x}^{d}$ of $\hat{x}$ can be defined as

$$
\boldsymbol{u}=u\left(x_{i}\right) \rightarrow \hat{x}^{d} \boldsymbol{u}=D_{x} \boldsymbol{u}
$$

where $D_{x}=\operatorname{diag}\left(x_{0}, x_{1}, \ldots, x_{M-1}\right)$ is the matrix representation of the position operator in $x$ space. By the discrete Fourier
expansion in (14), the momentum operator can be discretized as

$$
\begin{aligned}
\hat{P} u(x) & \approx \hat{P} \sum_{l=1}^{M} c_{l} \phi_{l}(x)=\sum_{l=1}^{M} c_{l} \hat{P} \phi_{l}(x)=\sum_{l=1}^{M} c_{l}\left[-i \partial_{x} \phi_{l}(x)\right] \\
& =\sum_{l=1}^{M} c_{l} \mu_{l} \phi_{l}(x), \quad \mu_{l}=2 \pi(l-N-1)
\end{aligned}
$$

for $x=x_{j}, j=0,1, \ldots, M-1$, which is written in matrix form as

$$
\hat{P}^{d} \boldsymbol{u}=\Phi D_{\mu} \Phi^{-1} \boldsymbol{u}=: P_{\mu} \boldsymbol{u}, \quad D_{\mu}=\operatorname{diag}\left(\mu_{1}, \ldots, \mu_{M}\right)
$$

where $\hat{P}^{d}$ is the discrete momentum operator. The matrices $D_{\mu}$ and $P_{\mu}$ can be referred to as the matrix representation of the momentum operator in the momentum space and the position space, respectively, and are related by the discrete Fourier transform. For $d$ dimensions, the discrete position operator $\hat{x}_{l}^{d}$ is defined as

$$
\boldsymbol{u}=\boldsymbol{u}^{(1)} \otimes \cdots \otimes \boldsymbol{u}^{(d)} \rightarrow \boldsymbol{u}^{(1)} \otimes \cdots \otimes \tilde{\boldsymbol{u}}^{(l)} \otimes \cdots \otimes \boldsymbol{u}^{(d)}
$$

where

$$
\tilde{\boldsymbol{u}}^{(l)}:=\left[x_{j_{l_{i}}} u^{(l)}\left(x_{j_{l_{i}}}\right)\right]=D_{x} \boldsymbol{u}^{(l)} .
$$

Then

$$
\hat{x}_{l}^{d} \boldsymbol{u}=\left(I^{\otimes^{l-1}} \otimes D_{x} \otimes I^{\otimes^{d-l}}\right) \boldsymbol{u}=: \boldsymbol{D}_{l} \boldsymbol{u}
$$

Using the expansion in (15), one easily finds that

$$
\hat{P}_{l}^{d} \boldsymbol{u}=\left(I^{\otimes^{l-1}} \otimes P_{\mu} \otimes I^{\otimes^{d-l}}\right) \boldsymbol{u}=: \boldsymbol{P}_{l} \boldsymbol{u}
$$

Note that $\boldsymbol{D}_{l}$ and $\boldsymbol{P}_{l}$ are Hermitian matrices and

$$
\begin{equation*}
\left(\Phi^{\otimes^{d}}\right)^{-1} \boldsymbol{P}_{l} \Phi^{\otimes^{d}}=I^{\otimes^{l-1}} \otimes D_{\mu} \otimes I^{\otimes^{d-l}}=: \boldsymbol{D}_{l}^{\mu} \tag{18}
\end{equation*}
$$

For convenience, we denote by $F_{x}=\Phi^{\otimes^{d}}$ the Fourier transformation matrix in $d$ dimensions. The above denotations also apply to the variable $p$. One just needs to modify the subscript $x$ to $p$; for example, $F_{p}$ represents the Fourier transformation matrix for $p$. We will use the same denotations $D_{\mu}$ and $P_{\mu}$ for both $x$ and $p$ whenever no confusion will arise.

Remark 2. Given a set of numbers $x_{0}, x_{1}, \ldots, x_{M-1}$, the discrete Fourier transform and the inverse DFT are defined by

$$
y_{k}=\frac{1}{\sqrt{M}} \sum_{j=0}^{M-1} e^{2 \pi i j k / M} x_{j}, \quad k=0, \ldots, M-1
$$

and

$$
x_{j}=\frac{1}{\sqrt{M}} \sum_{k=0}^{M-1} e^{-2 \pi i j k / M} y_{k}, \quad j=0, \ldots, M-1
$$

respectively. Denote the transformation matrix of the DFT by $F$. It is easy to find that the transformation matrix introduced above satisfies $\Phi=\sqrt{M} S F$, where $S=$ $\operatorname{diag}\left([1,-1, \ldots, 1,-1]_{M \times 1}\right)$ is a diagonal matrix.

## 3. The heat equation as a system of Schrödinger equations

Equation (5) clearly shows $w$ is governed by the free Schrödinger equation in the Fourier space for $p$. Below, in the
discrete space and for the heat equation with a source term, we also show how the heat equation can be reformulated as a system of Schrödinger equations. Consider the linear heat equation with a source term

$$
\begin{align*}
\partial_{t} u-\Delta u & =V(x) u \\
u(0, x) & =u_{0}(x) \tag{19}
\end{align*}
$$

where $V(x)$ is a scalar function. We now consider the spectral discretization of (1) with respect to the variable $p$. According to the above discussion, the term $\partial_{p} w$ in (1) can be discretized as

$$
\partial_{p} w=i\left(-i \partial_{p} w\right) \longrightarrow i P_{\mu} w(t, x)
$$

where $\boldsymbol{w}(t, x)=\left[w\left(t, x, p_{0}\right), w\left(t, x, p_{1}\right), \ldots, w\left(t, x, p_{M-1}\right)\right]^{T}$. Thus we have the semidiscrete system of partial differential equations

$$
\begin{array}{r}
\partial_{t} \boldsymbol{w}(t, x)+i\left[\Delta_{x}+V(x)\right] P_{\mu} \boldsymbol{w}(t, x)=\mathbf{0} \\
\boldsymbol{w}(0, x)=\boldsymbol{w}_{0}(x):=\left[w_{0}\left(x, p_{j}\right)\right]_{M \times 1} .
\end{array}
$$

In the momentum basis, one has

$$
\begin{array}{r}
\partial_{t} \boldsymbol{c}(t, x)+i\left[\Delta_{x}+V(x)\right] D_{\mu} \boldsymbol{c}(t, x)=\mathbf{0}, \\
\boldsymbol{c}(0, x)=\boldsymbol{c}_{0}(x):=\Phi^{-1} \boldsymbol{w}_{0}(x), \tag{20}
\end{array}
$$

where $\boldsymbol{c}=F_{p}^{-1} \boldsymbol{w}$. The above PDEs can be viewed as a quantum system since we have introduced the imaginary number $i=\sqrt{-1}$ and $D_{\mu}=\operatorname{diag}\left(\mu_{1}, \ldots, \mu_{M}\right)$ is a real diagonal matrix.

In conclusion, we have converted the heat equation to a decoupled system of Schrödinger equations by using the idea in Sec. II A 1 and the discrete Fourier transform on $p$.

Remark 3. The Schrödinger equation is $i \partial_{t} \Psi=-\frac{\hbar}{2 m}(\Delta-$ $\left.\frac{2 m}{\hbar^{2}} \tilde{V}\right) \Psi$. To match the form above, we can interpret $\mu_{j} \leftrightarrow$ $-\hbar / 2 m$ and $V_{j}=-\tilde{V} / \hbar \mu_{j}$, which is the potential corresponding to the $j$ th mode. However, this requires us to have the right sign $\mu_{j}<0$; otherwise we need to interpret negative mass. This issue can be easily resolved by introducing the new variable $\hat{\boldsymbol{c}}_{j}(\hat{t}, \cdot)=\boldsymbol{c}_{j}(t, \cdot)$, where $\hat{t}=-t$ if $\mu_{j}>0$.

## 4. Quantum simulation of the heat equation

One can now directly simulate the (decoupled) system of equations (20). For clarity, we will consider ( $x, p$ ) as a new variable and repeat the construction in the preceding section. Let

$$
\begin{equation*}
w(t, x, p)=\sum_{l} c_{l}(t) \phi_{l}(x, p), \quad l=\left(l_{1}, \ldots, l_{d}, l_{p}\right) \tag{21}
\end{equation*}
$$

The collocation points are denoted by $\left(x_{j}, p_{j_{p}}\right)$ with $\boldsymbol{j}=$ $\left(j_{1}, \ldots, j_{d}\right)$. As in (17), we define $\boldsymbol{c}=\boldsymbol{c}_{x} \otimes \boldsymbol{c}_{p}$, where $\boldsymbol{c}_{x}=\boldsymbol{c}^{(1)} \otimes \cdots \otimes \boldsymbol{c}^{(d)}$. We also introduce the notation $\boldsymbol{w}=$ $\boldsymbol{w}_{x} \otimes \boldsymbol{w}_{p}$, where $\boldsymbol{w}_{x}=\boldsymbol{w}^{(1)} \otimes \cdots \otimes \boldsymbol{w}^{(d)}$, and $\boldsymbol{w}^{(l)}=\Phi \boldsymbol{c}^{(l)}$ can be viewed as the approximate solution of $w$ in $x_{l}$ direction. Following the discussion in Sec. II A 2, one
has

$$
\begin{aligned}
\Delta_{x} w_{p} & =\sum_{l=1}^{d} \partial_{x_{l}}^{2} \partial_{p} w=-i \sum_{l=1}^{d}\left(-i \partial_{x_{l}}\right)^{2}\left(-i \partial_{p}\right) w \\
& =-i \sum_{l=1}^{d} \hat{P}_{l}^{2} \hat{P}_{p} w \rightarrow-i \sum_{l=1}^{d}\left(\hat{P}_{l}^{d}\right)^{2} \hat{P}_{p}^{d} \boldsymbol{w} \\
& =-i \sum_{l=1}^{d}\left(\boldsymbol{P}_{l}^{2} \otimes I\right)\left(I^{\otimes^{d}} \otimes P_{\mu}\right)\left(\boldsymbol{w}_{x} \otimes \boldsymbol{w}_{p}\right) \\
& =-i \sum_{l=1}^{d}\left(\boldsymbol{P}_{l}^{2} \otimes P_{\mu}\right) \boldsymbol{w}
\end{aligned}
$$

where $\boldsymbol{P}_{l}=I^{\otimes^{l-1}} \otimes P_{\mu} \otimes I^{\otimes^{d-l}}$, and

$$
\begin{aligned}
V(x) w_{p} & =i V(x)\left(-i \partial_{p}\right) w \rightarrow i V\left(\hat{x}^{d}\right) \hat{P}_{p}^{d} \boldsymbol{w} \\
& =i(\boldsymbol{V} \otimes I)\left(I^{\otimes^{d}} \otimes P_{\mu}\right)\left(\boldsymbol{w}_{x} \otimes \boldsymbol{w}_{p}\right)=i\left(\boldsymbol{V} \otimes P_{\mu}\right) \boldsymbol{w}
\end{aligned}
$$

where $\boldsymbol{V}$ is a diagonal matrix with

$$
\boldsymbol{V}_{n_{j}, n_{j}}=V\left(x_{j}\right), \quad n_{j}=j_{1} 2^{d-1}+\cdots+j_{d} 2^{0} .
$$

The resulting ODEs are

$$
\begin{equation*}
\frac{d}{d t} \boldsymbol{w}(t)-i\left[\left(P_{1}^{2}+\cdots+\boldsymbol{P}_{d}^{2}-V\right) \otimes P_{\mu}\right] \boldsymbol{w}(t)=\mathbf{0} \tag{22}
\end{equation*}
$$

which is an expected Hamiltonian system.
The system (22) can be solved by using, for example, the first-order time or Trotter splitting, as done for the standard Schrödinger equation in [26]. To do so, we first diagonalize the matrix with respect to $p$ for convenience as in (20). Introducing a new variable $\tilde{\boldsymbol{w}}=\left(I^{\otimes^{d}} \otimes F_{p}^{-1}\right) \boldsymbol{w}$, one gets

$$
\begin{equation*}
\frac{d}{d t} \tilde{\boldsymbol{w}}(t)=i \boldsymbol{H} \tilde{\boldsymbol{w}}(t), \quad \boldsymbol{H}=\left(P_{1}^{2}+\cdots+\boldsymbol{P}_{d}^{2}-V\right) \otimes D_{\mu} \tag{23}
\end{equation*}
$$

From time $t=t_{n}$ to time $t=t_{n+1}$, the system can be solved in two steps.
(i) One first solves

$$
\begin{aligned}
\frac{d}{d t} \tilde{\boldsymbol{w}}(t) & =i\left[\left(\boldsymbol{P}_{1}^{2}+\cdots+\boldsymbol{P}_{d}^{2}\right) \otimes D_{\mu}\right] \tilde{\boldsymbol{w}}(t), \quad t_{n}<t<t_{n+1}, \\
\tilde{\boldsymbol{w}}\left(t_{n}\right) & =\tilde{\boldsymbol{w}}^{n}
\end{aligned}
$$

for one time step, where $\widetilde{\boldsymbol{w}}^{n}$ is the numerical solution at $t=t_{n}$. Noting the relation (18), by letting $\tilde{\boldsymbol{c}}(t)=\left(F_{x}^{-1} \otimes I\right) \tilde{\boldsymbol{w}}(t)$, we instead solve

$$
\begin{aligned}
\frac{d}{d t} \tilde{\boldsymbol{c}}(t) & =i \boldsymbol{H}_{D} \tilde{\boldsymbol{c}}(t), \quad t_{n}<t<t_{n+1} \\
\tilde{\boldsymbol{c}}\left(t_{n}\right) & =\tilde{\boldsymbol{c}}^{n}=\left(F_{x}^{-1} \otimes I\right) \tilde{\boldsymbol{c}}^{n}
\end{aligned}
$$

where

$$
\boldsymbol{H}_{D}=\left[\left(D_{1}^{\mu}\right)^{2}+\cdots+\left(D_{d}^{\mu}\right)^{2}\right] \otimes D_{\mu}
$$

is a diagonal matrix. The numerical solution will be denoted by $\tilde{\boldsymbol{c}}^{*}$.
(ii) Let $\tilde{\boldsymbol{w}}^{*}=\left(F_{x} \otimes I\right) \tilde{\boldsymbol{c}}^{*}$. The second step is to solve

$$
\frac{d}{d t} \tilde{\boldsymbol{w}}(t)=-i\left(\boldsymbol{V} \otimes D_{\mu}\right) \tilde{\boldsymbol{w}}(t)=:-i \boldsymbol{H}_{V} \tilde{\boldsymbol{w}}(t)
$$

for one time step, with $\tilde{\boldsymbol{w}}^{*}$ the initial data, where $\boldsymbol{H}_{V}$ is a diagonal matrix. This gives the updated numerical solution $\tilde{\boldsymbol{w}}^{n+1}$.

We denote by $m$ the number of qubits per dimension. The total number of qubits is then given by $m_{H}=m_{d}+m_{p}$ for $d$-dimensional problems, where $m_{d}=d m$ and $m_{p}$ are the number of qubits on $x$ and $p$ registers, respectively. Let $\Delta x$, $\Delta p$, and $\Delta t$ be the step sizes for $x, p$, and $t$, respectively, where we assume the same spatial step along each dimension. Then $m \sim \log (1 / \Delta x)$ and $m_{p} \sim \log (1 / \Delta p)$.

For convenience we write the time complexity in terms of the steps sizes and the number of qubits throughout the paper. For the given error bound $\varepsilon$, the $\varepsilon$ dependence of these quantities is determined by the particular scheme one wishes to use. For instance, the mesh strategy of the heat equation can be given by

$$
\Delta x \sim\left(\frac{\varepsilon}{d}\right)^{1 / \ell}, \quad \Delta t \sim \varepsilon, \quad \Delta p \sim \varepsilon
$$

Note that the initial condition, due to a lack of regularity, implies first-order accuracy on $p$.

Theorem 1. The solution to the heat equation can be simulated with gate complexity given by

$$
N_{\mathrm{gates}}=\frac{T}{\Delta t} O\left(d m \log m+m_{p} \log m_{p}\right)
$$

where $T$ is the evolution time.
Proof. Given the initial state of $\tilde{\boldsymbol{w}}^{0}$, applying the inverse QFT to the $x$ register, one gets $\tilde{\boldsymbol{c}}^{0}$. At each time step, one needs to consider the procedure

$$
\tilde{\boldsymbol{c}}^{n} \xrightarrow{e^{i H_{D} \Delta t}} \tilde{\boldsymbol{c}}^{*} \xrightarrow{F_{x} \otimes I} \tilde{\boldsymbol{w}}^{*} \xrightarrow{e^{-i \boldsymbol{H}_{V} \Delta t}} \tilde{\boldsymbol{w}}^{n+1} \xrightarrow{F_{x}^{-1} \otimes I} \tilde{\boldsymbol{c}}^{n+1},
$$

where $F_{x}=\Phi^{\otimes^{d}}$. It is known that the quantum Fourier transforms in one dimension can be implemented using $O(m \log m)$ gates. The diagonal unitary operators $e^{-i \boldsymbol{H}_{V} \Delta t}$ and $e^{i \boldsymbol{H}_{D} \Delta t}$ can be implemented using $O\left(m_{H}\right)$ gates [29,30]. Therefore, the gate complexity required to iterate to the $n$th step is

$$
\begin{aligned}
N_{\text {gates }} & =n O\left(d m \log m+m_{p} \log m_{p}+m_{H}\right) \\
& =\left(\frac{T}{\Delta t}\right) O\left(d m \log m+m_{p} \log m_{p}\right)
\end{aligned}
$$

where $m_{p} \log m_{p}$ results from the quantum Fourier transform (QFT) on the $p$ register, which is only performed twice.

Remark 4. For the rest of the paper, we refer to the algorithm mentioned in $[29,30]$ to implement $e^{i H t}$ as Algorithm I, where $H$ is a diagonal matrix.

## B. Linear convection equation

In this section we provide a way to turn the linear convection equation in $d$ dimensions with periodic boundary conditions into a system of Schrödinger equations

$$
\begin{equation*}
\partial_{t} u+\partial_{x_{1}} u+\partial_{x_{2}} u+\cdots+\partial_{x_{d}} u=0 \tag{24}
\end{equation*}
$$

where $\quad \boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{d}\right) \in(-1,1)^{d} \quad$ and $\quad u=$ $u\left(t, x_{1}, x_{2}, \ldots, x_{d}\right)$.

## 1. Reformulation

Let

$$
w=\sin (p) u
$$

where $p \in[-\pi, \pi]$, which is obviously periodic with respect to $p$. Then $w$ satisfies

$$
\partial_{t} w-\partial_{x_{1}, p p} u-\partial_{x_{2}, p p} u-\cdots-\partial_{x_{d}, p p} u=0 .
$$

Considering the Fourier spectral discretization on $x$, one easily gets

$$
\partial_{t} \boldsymbol{w}(t, p)-i \sum_{l=1}^{d} \boldsymbol{P}_{l} \partial_{p p} \boldsymbol{w}(t, p)=\mathbf{0}
$$

where $\quad \boldsymbol{w}(t, p)=\sum_{j} w\left(t, x_{j}, p\right)|\boldsymbol{j}\rangle$. Let $\quad \boldsymbol{c}_{x}(t, p)=$ $F_{x}^{-1} \boldsymbol{w}(t, p)$. We then get the system of (decoupled) free Schrödinger-type equations

$$
\begin{equation*}
\partial_{t} \boldsymbol{c}_{x}(t, p)-i \sum_{l=1}^{d} \boldsymbol{D}_{l}^{\mu} \partial_{p p} \boldsymbol{c}_{x}(t, p)=\mathbf{0} \tag{25}
\end{equation*}
$$

in the momentum space, where $\boldsymbol{D}_{l}^{\mu}$ is a diagonal matrix defined by (18).

## 2. Quantum simulation

By further applying the Fourier transform on $p$, Eq. (25) becomes

$$
\partial_{t} \tilde{\boldsymbol{c}}_{x}(t)+i \sum_{l=1}^{d}\left(D_{l}^{\mu} \otimes P_{\mu}^{2}\right) \tilde{\boldsymbol{c}}_{x}(t)=\mathbf{0}
$$

where

$$
\tilde{\boldsymbol{c}}_{x}(t)=\left[\tilde{\boldsymbol{c}}_{x, 0}(t) ; \ldots ; \tilde{\boldsymbol{c}}_{x, M-1}(t)\right], \tilde{\boldsymbol{c}}_{x, i}(t)=\sum_{k} \boldsymbol{c}_{x, i}\left(t, p_{k}\right)|k\rangle
$$

Let $\boldsymbol{c}(t)=\left(I^{\otimes^{d}} \otimes F_{p}^{-1}\right) \tilde{\boldsymbol{c}}_{x}$. Then

$$
\begin{equation*}
\partial_{t} \boldsymbol{c}(t)+i \sum_{l=1}^{d}\left(D_{l}^{\mu} \otimes D_{\mu}^{2}\right) \boldsymbol{c}(t)=\mathbf{0} \tag{26}
\end{equation*}
$$

where $\boldsymbol{c}$ is exactly the momentum variables of $\boldsymbol{w}$, i.e., $\boldsymbol{c}=$ $\left(F_{x}^{-1} \otimes F_{p}^{-1}\right) \boldsymbol{w}$.

Theorem 2. The solution to the convection equation can be simulated with gate complexity

$$
N_{\text {gates }}=O((d+1) m \log m)
$$

where we have assumed the same number of qubits in every direction.

Proof. Given the initial state of $\boldsymbol{w}^{0}$, the implementation involves an application of an inverse QFT, followed by a multiplication of a diagonal unitary operator $\boldsymbol{H}=\sum_{l=1}^{d}\left(\boldsymbol{D}_{l}^{\mu} \otimes\right.$ $D_{\mu}^{2}$ ) and a QFT. Hence the gate complexity (see Algorithm I in Remark 4) is
$N_{\text {gates }}=O\left(m_{d+1}+2(d+1) m \log m\right)=O((d+1) m \log m)$, which completes the proof.

Remark 5. As was done for the Liouville equation in [11], one can apply the Fourier spectral discretization to the original
equation and get

$$
\partial_{t} \boldsymbol{c}_{x}(t)+i \sum_{l=1}^{d} \boldsymbol{D}_{l}^{\mu} \boldsymbol{c}_{x}(t)=\mathbf{0}
$$

where $\boldsymbol{c}_{x}=F_{x}^{-1} \boldsymbol{u}$ and $\boldsymbol{u}(t)=\sum_{j} u\left(t, x_{j}\right)|j\rangle$. The number of quantum gates required for its simulation is $O(d m \log m)$, which is comparable to that of the Schrödinger system. On the other hand, one can get $\boldsymbol{u}$ by projecting $\boldsymbol{w}$ onto the $x$ register for our quantum simulation approach, since $w(t, x, p)=$ $\sin (p) u(t, x)$ is separated in $x$ and $p$, which means the costs of the computation of the observables are also comparable. Here we want to show that, for conceptual interest, the firstorder hyperbolic equation can be transformed into a system of Schrödinger-type equations.

## III. QUANTUM SIMULATION OF THE GENERAL LINEAR SYSTEM OF ODEs

Not every linear PDE can be transformed into the exact form of the Schrödinger equation, but we will see that they can certainly be transformed into Hamiltonian systems in the discrete setting. To do so, one only needs to show that a linear system of ordinary differential equations can be converted into a Hamiltonian system, since a PDE, after spatial discretization, becomes a system of ODEs.

## A. General linear ODEs

Suppose one needs to solve the ODEs

$$
\begin{align*}
\frac{d \boldsymbol{u}(t)}{d t} & =A \boldsymbol{u}(t)+\boldsymbol{b}(t) \\
\boldsymbol{u}(0) & =\boldsymbol{u}_{0} \tag{27}
\end{align*}
$$

where matrix $A$ is independent of time and $A^{\dagger} \neq A$ in general. We remark that it suffices to assume $\boldsymbol{b}(t)=\mathbf{0}$. Otherwise one can instead consider the augmented system

$$
\begin{aligned}
\frac{d \boldsymbol{u}(t)}{d t} & =A \boldsymbol{u}(t)+\boldsymbol{b}(t) v, \quad \boldsymbol{u}(0)=\boldsymbol{u}_{0} \\
v_{t} & =0, \quad v(0)=1
\end{aligned}
$$

where the second equation gives $v(t) \equiv 1$, which leads to the original ODE system. The above ODEs can be written in the compact form

$$
\begin{array}{cc}
\frac{d \tilde{\boldsymbol{u}}(t)}{d t}=\tilde{A} \tilde{\boldsymbol{u}}(t), \quad \tilde{\boldsymbol{u}}(0)=\tilde{\boldsymbol{u}}_{0}, \\
\tilde{\boldsymbol{u}}=\left[\begin{array}{c}
\boldsymbol{u} \\
v
\end{array}\right], \quad \tilde{\boldsymbol{u}}_{0}=\left[\begin{array}{c}
\boldsymbol{u}_{0} \\
1
\end{array}\right],
\end{array}
$$

where

$$
\tilde{A}=\left[\begin{array}{cc}
A & \boldsymbol{b}(t) \\
\mathbf{0}^{T} & 0
\end{array}\right]
$$

and the zero vector $\mathbf{0}$ has the same size as $\boldsymbol{b}$. For this reason, without loss of generality, we assume $\boldsymbol{b}=\mathbf{0}$ in the following.

Remark 6. Quantum simulations for time-dependent or -independent boundary-value problems are quite difficult because the ODE system resulting from spatial discretizations is not necessarily a Hamiltonian system. Spatial discretization of
the boundary condition, for example, the Dirichlet boundary condition, could also give rise to $\boldsymbol{b} \neq \mathbf{0}$. Our approach combined with the above augmentation technique will resolve this problem in a generic and an efficient way, which, however, is beyond the scope of the present work.

One can always decompose $A$ into a Hermitian term and an anti-Hermitian term

$$
A=H_{1}+i H_{2}
$$

where

$$
H_{1}=\frac{A+A^{\dagger}}{2}=H_{1}^{\dagger}, \quad H_{2}=\frac{A-A^{\dagger}}{2 i}=H_{2}^{\dagger}
$$

Apparently, $H_{1} H_{2}=H_{2} H_{1}$ holds if and only if $A^{\dagger} A=A A^{\dagger}$. In view of the stability, it is natural to assume that $H_{1}$ is negative semidefinite (note that $\boldsymbol{x}^{\dagger} H_{1} \boldsymbol{x}=\boldsymbol{x}^{\dagger} A \boldsymbol{x}$ ). In addition, it is simple to see that

$$
2 s\left(H_{1}\right) \sim s(A) \sim 2 s\left(H_{2}\right)
$$

and

$$
\left\|H_{1}\right\|_{\max },\left\|H_{2}\right\|_{\max } \leqslant\|A\|_{\max }
$$

where $s(A)$ is the sparsity of $A$ and $\|A\|_{\text {max }}$ denotes the largest entry of $A$ in absolute value.

Using the warped phase transformation $\boldsymbol{v}(t, p)=e^{-p} \boldsymbol{u}(t)$ for $p>0$ and symmetrically extending the initial data to $p<0$ as in Sec. II A 1, the ODEs are then transformed into a system of linear convection equations

$$
\begin{align*}
\frac{d}{d t} \boldsymbol{v}(t, p) & =A \boldsymbol{v}(t, p)=-H_{1} \partial_{p} \boldsymbol{v}+i H_{2} \boldsymbol{v} \\
\boldsymbol{v}(0, p) & =e^{-|p|} \boldsymbol{u}_{0} \tag{28}
\end{align*}
$$

The solution $\boldsymbol{u}(t)$ can be restored by

$$
\boldsymbol{u}(t)=\int_{0}^{\infty} \boldsymbol{v}(t, p) d p
$$

Apply the discrete Fourier transformation on $p$ to get

$$
\begin{equation*}
\frac{d}{d t} \boldsymbol{w}(t)=-i\left(H_{1} \otimes P_{\mu}\right) \boldsymbol{w}+i\left(H_{2} \otimes I\right) \boldsymbol{w} \tag{29}
\end{equation*}
$$

which is a Hamiltonian system as expected, where $\boldsymbol{w}$ collects all the grid values of $\boldsymbol{v}(t, p)$ and is defined by

$$
\boldsymbol{w}=\left[\boldsymbol{w}_{1} ; \boldsymbol{w}_{2} ; \ldots ; \boldsymbol{w}_{n}\right], \quad \boldsymbol{w}_{i}=\sum_{k} \boldsymbol{v}_{i}\left(t, p_{k}\right)|k\rangle
$$

with the semicolon indicating the straightening of $\left\{\boldsymbol{w}_{i}\right\}_{i \geqslant 1}$ into a column vector. By the change of variables $\tilde{\boldsymbol{w}}=\left(I_{u} \otimes\right.$ $\left.F_{p}^{-1}\right) \boldsymbol{w}$, one has

$$
\begin{equation*}
\frac{d}{d t} \tilde{\boldsymbol{w}}(t)=-i\left(H_{1} \otimes D_{\mu}\right) \tilde{\boldsymbol{w}}+i\left(H_{2} \otimes I\right) \tilde{\boldsymbol{w}} \tag{30}
\end{equation*}
$$

In the following, we assume $A$ is independent of time and apply the Hamiltonian simulation algorithm in [31] as described in the following lemma. For time-dependent Hamiltonians, we refer the reader to [32-34] for references. As in [31], we are concerned with the sparse access to the matrix, with the definition given below.

From now on we define $s$ as the sparsity of $A$, and $\|A\|_{\text {max }}$ as the largest entry of $A$ in absolute value,

Definition 1. Let $A$ be a Hermitian matrix with the $(i, j)$ th entry denoted by $A_{i j}$. Sparse access to $A$ is referred to as a 4-tuple ( $s,\|A\|_{\text {max }}, O_{A}, O_{F}$ ). Here $O_{A}$ is a unitary black box which can access the matrix elements $A_{i j}$ such that

$$
O_{A}|j\rangle|k\rangle|z\rangle=|j\rangle|k\rangle\left|z \oplus A_{j k}\right\rangle
$$

for any $j, k \in\{1,2, \cdots, N\}=:[N]$, where the third register holds a bit string representing of $A_{j k} ; O_{F}$ is a unitary black box which allows to perform the map

$$
O_{F}|j\rangle|l\rangle=|j\rangle|F(j, l)\rangle
$$

for any $j \in[N]$ and $l \in[s]$, where the function $F$ outputs the column index of the $l$ th nonzero elements in row $j$.

The quantum algorithm for general sparse Hamiltonian simulation with nearly optimal dependence on all parameters can be found in [31]. The run time is measured in terms of the query complexity or the number of queries made to the oracles $\mathcal{O}_{A}$ and $\mathcal{O}_{F}$.

Lemma 1 (Algorithm II and Theorems 1 and 2 in [31]). An $s$-sparse Hamiltonian $H$ acting on $m_{H}$ qubits can be simulated within error $\varepsilon$ with

$$
O\left(\tau \frac{\log (\tau / \varepsilon)}{\log \log (\tau / \varepsilon)}\right)
$$

queries and

$$
O\left(\tau\left[m_{H}+\log ^{2.5}(\tau / \varepsilon)\right] \frac{\log (\tau / \varepsilon)}{\log \log (\tau / \varepsilon)}\right)=O\left(\tau m_{H} L_{\mathrm{polylog}}\right)
$$

additional two-qubit gates, where $\tau=s\|H\|_{\max } t$ and $t$ is the evolution time and

$$
L_{\mathrm{polylog}} \equiv\left[1+\log ^{2.5}(\tau / \varepsilon)\right] \frac{\log (\tau / \varepsilon)}{\log \log (\tau / \varepsilon)}
$$

This result is nearly optimal.
For convenience, we assume $A$ arises from some discretization in $d$ dimensions, which implies $A$ is of order $N_{A} \sim 2^{m_{d}}$, where $m_{d}=d m$ and $m$ is the number of qubits along each direction.

Theorem 3. Our quantum simulation method has gate complexity

$$
N_{\text {gates,Schr }}=\left(m_{d}+m_{p}\right) \tilde{O}\left(\frac{s(A)\|A\|_{\max } T}{\Delta p}\right)+O\left(m_{p} \log m_{p}\right)
$$

where $N_{A}$ is the order of $A$ and $\tilde{O}$ denotes the case where all logarithmic factors are suppressed. In particular, if $H_{1}$ can be diagonalized in the momentum basis and $H_{2}$ is a diagonal matrix, then our method can be implemented with

$$
N_{\mathrm{gates}, \mathrm{Schr}}=\frac{T}{\Delta t} O\left(d m \log m+m_{p} \log m_{p}\right)
$$

Proof. (i) The Hamiltonian in (30) can be simulated with complexity

$$
\begin{aligned}
& T\left(m_{d}+m_{p}\right) \tilde{O}\left(s\left(H_{1} \otimes D_{\mu}-H_{2} \otimes I\right)\left\|H_{1} \otimes D_{\mu}-H_{2} \otimes I\right\|_{\max }\right) \\
& \quad \leqslant T \tilde{O}\left(\left[s\left(H_{1} \otimes D_{\mu}\right)+s\left(H_{2}\right)\right]\left(\left\|H_{1} \otimes D_{\mu}\right\|_{\max }+\left\|H_{2}\right\|_{\max }\right)\right) \\
& \quad \leqslant T \tilde{O}\left(\left[s\left(H_{1}\right)+s\left(H_{2}\right)\right]\left(\left\|H_{1}\right\|_{\max } / \Delta p+\left\|H_{2}\right\|_{\max }\right)\right) \\
& \quad \leqslant \tilde{O}\left(s(A)\|A\|_{\max } T / \Delta p\right)
\end{aligned}
$$

where $\left\|D_{\mu}\right\|_{\text {max }} \lesssim 1 / \Delta p$ is used. (ii) For the special case, one can solve (30) by the first-order time-splitting scheme. The
gate complexity can be obtained as in the proof of Theorem 1.
The difference between this method and our approach in Sec. II is that here we first discretize in space (hence $A$ is the difference matrix) and then use the warped phase transformation later, but in Sec. II we used the warped phase transformation first and then discretized in space. Let us compare the two ways for the linear heat and convection problems.
(i) For the heat equation, when applying the discrete Fourier transform on the space variables, one obtains

$$
\frac{d}{d t} \boldsymbol{u}(t)=A \boldsymbol{u}(t), \quad A=-\left(\boldsymbol{P}_{1}^{2}+\cdots+\boldsymbol{P}_{d}^{2}\right)+\boldsymbol{V}
$$

It is easy to find that (29) coincides with (22) since $H_{1}=A$ and $H_{2}=0$, that is, the two treatments are equivalent due to the fact that $A$ is a Hermitian matrix.
(ii) For the convection equation, the discrete Fourier transform on the space variables gives

$$
\frac{d}{d t} \boldsymbol{u}(t)-i \sum_{l=1}^{d} \boldsymbol{P}_{l} \boldsymbol{u}(t)=\mathbf{0},
$$

which corresponds to a special case $H_{1}=0$. In this case, there is no need to apply the warped phase transformation since it is already a Hamiltonian system. Of course, one can still use the $\sin (p)$ transform to get a Schrödinger-type system.

This general method is simply a combination of what we already did in previous sections. The $H_{2}$ can be handled either directly or by using the approach with a warped phase transformation.

Remark 7. Our approach can also apply to PDEs of higherorder time derivatives. Let us consider the second-order case $\boldsymbol{u}_{t t}=A \boldsymbol{u}$. Let $\boldsymbol{v}=\boldsymbol{u}_{t}$. One immediately obtains

$$
\boldsymbol{u}_{t}=\boldsymbol{v}, \quad \boldsymbol{v}_{t}=A \boldsymbol{u}
$$

or

$$
\frac{d}{d t}\left[\begin{array}{c}
\boldsymbol{u} \\
\boldsymbol{v}
\end{array}\right]=\left[\begin{array}{ll}
0 & I \\
A & 0
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{u} \\
\boldsymbol{v}
\end{array}\right]
$$

which reduces to the situation under discussion. The extension to higher-order derivatives is straightforward.

## B. Parity-dilating unitarization of linear ODEs

In addition to transforming ODEs into Hamiltonian systems, one can also translate the evolution operator into products of unitary operators that are suitable for quantum simulation. Here we present and extend the unitary dilation technique (for instance, in [35] applied to the Black-Scholes equation) to more general cases. In the following we still consider the ODE system (27) and assume that $\boldsymbol{u}(t)$ has been encoded as a state vector $|\psi(t)\rangle$.

The solution of $|\psi(t)\rangle$ can be approximated by

$$
\begin{equation*}
|\psi(t)\rangle=e^{\left(H_{1}+i H_{2}\right) t}\left|\psi\left(t_{0}\right)\right\rangle \approx \prod_{j=1}^{N_{t}}\left(e^{H_{1} \Delta t} e^{i H_{2} \Delta t}\right)_{j}\left|\psi\left(t_{0}\right)\right\rangle, \tag{31}
\end{equation*}
$$

with $N_{t} \Delta t=t$. Higher-order terms with commutation relations between $H_{1}$ and $H_{2}$ can be added later for higher accuracy. We can enlarge the matrix (or operator) to make
unitaries out of each $e^{H_{1} \Delta t} e^{i H_{2} \Delta t}$ term. Since $e^{H_{1} \Delta t}=: H_{\Delta t}$ is Hermitian, one can define a unitary dilation operator $\tilde{U}$ as

$$
\tilde{U}:=\left[\begin{array}{cc}
H_{\Delta t} & \sqrt{I-H_{\Delta t}^{2}}  \tag{32}\\
\sqrt{I-H_{\Delta t}^{2}} & -H_{\Delta t}
\end{array}\right]=\left(\sigma_{z} \otimes I\right) e^{i \sigma_{y} \otimes \arccos \left(H_{\Delta t}\right)}
$$

which is a particular instance of the blocking encoding of Hermitian matrices [36], where $I$ is the identity operator and

$$
\sigma_{y}=\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right], \quad \sigma_{z}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
$$

Note that when $H_{1}$ is negative semidefinite, $\left\|H_{\Delta t}\right\| \leqslant 1$ holds, which guarantees $\tilde{U}$ being well defined.

Remark 8. The equals sign in (32) can be understood as follows. Let
$A(\lambda)=\left[\begin{array}{cc}\lambda & \sqrt{1-\lambda^{2}} \\ \sqrt{1-\lambda^{2}} & -\lambda\end{array}\right]=\left[\begin{array}{cc}\cos t & \sin t \\ \sin t & -\cos t\end{array}\right]=: B(t)$,
where $\lambda=\cos t \in[-1,1]$. Then the column vectors of $B(t)$ are the solutions of

$$
\begin{aligned}
& \frac{d u_{1}(t)}{d t}=-u_{2}(t) \\
& \frac{d u_{2}(t)}{d t}=u_{1}(t)
\end{aligned}
$$

whose evolution is given by

$$
B(t)=\exp \left(\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right] t\right) B(0)=e^{-i \sigma_{y} t} B(0)=e^{-i \sigma_{y} t} \sigma_{z}
$$

or $B(t)=\sigma_{z} e^{i \sigma_{y} t}$. This leads to $A(\lambda)=\sigma_{z} e^{i \sigma_{y} \arccos \lambda}$ and hence the desired equality by letting $\lambda=H_{\Delta t}$.

Let $|0\rangle=[1,0]^{T}$. Then we can define a new unitary operator $U$ acting on $|0\rangle \otimes\left|\psi\left(t_{0}\right)\right\rangle=\left[\left|\psi\left(t_{0}\right)\right\rangle ; \mathbf{0}\right]$ as

$$
\begin{align*}
U\left[\begin{array}{c}
\left|\psi\left(t_{0}\right)\right\rangle \\
0
\end{array}\right]: & =\tilde{U}\left(I \otimes e^{i H_{2} \Delta t}\right)\left[\begin{array}{c}
\left|\psi\left(t_{0}\right)\right\rangle \\
\mathbf{0}
\end{array}\right] \\
& =\left[\begin{array}{c}
H_{\Delta t} e^{i H_{2} \Delta t}\left|\psi\left(t_{0}\right)\right\rangle \\
\sqrt{I-H_{\Delta t}^{2}} e^{i H_{2} \Delta t}\left|\psi\left(t_{0}\right)\right\rangle
\end{array}\right] \tag{33}
\end{align*}
$$

where $\mathbf{0}$ has the same size with $\left|\psi\left(t_{0}\right)\right\rangle$. For convenience, we refer to the new operator $U$ as the (first-order) evolutionary unitary dilation operator. Now if proceed to use this state directly to the next time step and multiply by another $U$, one does not recover a term $\left(H_{\Delta t} e^{i H_{2} \Delta t}\right)^{2}\left|\psi\left(t_{0}\right)\right\rangle$ in the top entry, but rather it is augmented by another term $\left(\sqrt{I-H_{\Delta t}^{2}} e^{i H_{2} \Delta t}\right)^{2}\left|\psi\left(t_{0}\right)\right\rangle$. This means we cannot postselect at the end, but only at every time step. For instance, in the second step the quantum state should be postselected as

$$
\left[\begin{array}{c}
H_{\Delta t} e^{i H_{2} \Delta t}\left|\psi\left(t_{0}\right)\right\rangle \\
\mathbf{0}
\end{array}\right]=\left[\begin{array}{c}
\left|\psi\left(t_{1}\right)\right\rangle \\
\mathbf{0}
\end{array}\right]=|0\rangle \otimes\left|\psi\left(t_{1}\right)\right\rangle
$$

and hence we can repeat the procedure. However, if the success probability of every time step to obtain the top entry is $P$, then after $N_{t}$ time steps, a single success requires $O\left(P^{-N_{t}}\right)$ copies of $\left|\psi\left(t_{0}\right)\right\rangle$ at the beginning. A simple case is that $H_{1}$ commutes with $\mathrm{H}_{2}$ as for the Black-Scholes equation [35]. In
this situation

$$
e^{A t}\left|\psi\left(t_{0}\right)\right\rangle=e^{i H_{2} t} e^{H_{1} t}\left|\psi\left(t_{0}\right)\right\rangle
$$

and one can first apply the unitary dilation technique to $e^{H_{1} t}$ and perform one postselection at the end of the simulation of $H_{1}$.

However, $H_{1}$ and $H_{2}$ do not commute in general. We go for an alternative approach, where we instead begin with the state $|0\rangle^{\otimes N_{t}^{*}} \otimes\left|\psi\left(t_{0}\right)\right\rangle$, where $N_{t}^{*}=\log N_{t}$. In this case we only need to perform one postselection at the very end. Observing that

$$
\left[\begin{array}{c}
\left|\psi\left(t_{0}\right)\right\rangle \\
\mathbf{0}
\end{array}\right] \xrightarrow{U}\left[\begin{array}{c}
\left|\psi\left(t_{1}\right)\right\rangle \\
*
\end{array}\right]
$$

we can introduce the translations

$$
\left[\begin{array}{c}
\left|\psi\left(t_{0}\right)\right\rangle \\
\mathbf{0} \\
\mathbf{0} \\
\vdots \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right] \xrightarrow{U_{1}}\left[\begin{array}{c}
\left|\psi\left(t_{1}\right)\right\rangle \\
* \\
\mathbf{0} \\
\vdots \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right] \xrightarrow{U_{2}}\left[\begin{array}{c}
\left|\psi\left(t_{2}\right)\right\rangle \\
* \\
* \\
\vdots \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right] \xrightarrow{U_{3}} \cdots,
$$

where the vector has $N_{t}$ zero vectors and each unitary $U_{j}$ is basically the evolutionary unitary dilation operator $U$ in Eq. (33) but applied to different pairs of qubit systems. For this reason, we refer to it as the parity-dilating unitarization approach in this article. The costs are identical for all $j$ and the explicit formula of $U_{j}$ can be written as

$$
\begin{aligned}
U_{j}:= & |0\rangle\langle 0| \otimes e^{i H_{2} \Delta t} H_{\Delta t} \\
& +(|j\rangle\langle 0|+|0\rangle\langle j|) \otimes e^{i H_{2} \Delta t} \sqrt{I-H_{\Delta t}^{2}} \\
& -|j\rangle\langle j| \otimes e^{i H_{2} \Delta t} H_{\Delta t}+\sum_{k \neq 0, j}^{N_{t}-1}|k\rangle\langle k| \otimes I .
\end{aligned}
$$

This means that if assume access to $U_{j}$ (as an oracle), then one needs to apply this oracle $N_{t}$ times to the state $|0\rangle^{\otimes N_{t}^{*}} \otimes$ $\left|\psi\left(t_{0}\right)\right\rangle$ and then just to perform a single postselection at the end. However, we note that this assumption is not equivalent to the usual assumption of unitary decomposition, where we decompose into single-qubit gates and controlled-NOT gates or some other combination.

Theorem 4. Assume sparse access to $\arccos \left(H_{1} \Delta t\right)$ with sufficient precision and suppose that the time step satisfies $\|A\|_{1} \Delta t \leqslant 1$. Then the first-order parity-dilation unitarization method has gate complexity

$$
\begin{aligned}
N_{\text {gates, unitary }}= & \log N_{A} \\
& \times \tilde{O}\left(\frac{T}{\Delta t} s\left[\arccos \left(H_{1} \Delta t\right)\right]+s(A)\|A\|_{\max }\right)
\end{aligned}
$$

In particular, if $H_{1}$ can be diagonalized in the momentum basis, $H_{2}$ is a diagonal matrix, and $\left\|H_{1}\right\| \Delta t \leqslant 1$, then the parity-dilation unitarization method can be simulated with

$$
N_{\text {gates,unitary }}=\frac{T}{\Delta t} O(d m \log m)
$$

Proof. (i) The first-order evolutionary unitary dilation operator is

$$
U=\left(\sigma_{z} \otimes I\right) e^{i \sigma_{y} \otimes \arccos \left(H_{1} \Delta t\right)}\left(I \otimes e^{i H_{2} \Delta t}\right)
$$

By Lemma 1, the operators $e^{i \sigma_{y} \otimes \arccos \left(H_{1} \Delta t\right)}$ and $e^{i H_{2} \Delta t}$ can be simulated with

$$
\begin{gathered}
\tilde{O}\left(m_{d} s\left[\arccos \left(H_{1} \Delta t\right)\right]\left\|\arccos \left(H_{1} \Delta t\right)\right\|_{\max }\right) \\
+\tilde{O}\left(\Delta t m_{d} s\left(H_{2}\right)\left\|H_{2}\right\|_{\max }\right)
\end{gathered}
$$

two-qubit gates (note that $\Delta t$ is not a factor in the first term), where $\arccos \left(H_{1} \Delta t\right)$ is defined according to the Taylor expansion

$$
\arccos x=\frac{1}{2} \pi-x-\frac{1}{6} x^{3}-\frac{3}{40} x^{5}-\frac{5}{112} x^{7}-\frac{35}{1152} x^{9}-\cdots,
$$

which is well defined when $|x| \leqslant 1$. One easily finds that $\arccos \left(H_{1} \Delta t\right)$ is well defined when the time step satisfies $\left\|H_{1}\right\|_{1} \Delta t \leqslant 1$. In fact, since $H_{1}$ is Hermitian, there exists a unitary matrix $V$ such that $V^{-1} H_{1} V=\Lambda_{1}$, where $\Lambda_{1}$ is the diagonal matrix consisting of the eigenvalues of $H_{1}$. By definition,

$$
\begin{equation*}
\arccos \left(H_{1} \Delta t\right)=T \arccos \left(\Lambda_{1} \Delta t\right) T^{-1} \tag{34}
\end{equation*}
$$

where $\arccos \left(\Lambda_{1} \Delta t\right)$ is obviously well defined due to the fact that $\left|\lambda\left(H_{1}\right)\right|_{\max } \Delta t \leqslant\left\|H_{1}\right\|_{1} \Delta t \leqslant\|A\|_{1} \Delta t \leqslant 1$. Therefore,

$$
\begin{aligned}
& \left\|\arccos \left(H_{1} \Delta t\right)\right\|_{\max } \leqslant\left\|\arccos \left(H_{1} \Delta t\right)\right\|_{1} \\
& \quad \leqslant \frac{1}{2} \pi+\left\|H_{1} \Delta t\right\|_{1}+\frac{1}{6}\left\|H_{1} \Delta t\right\|_{1}^{3}+\cdots \\
& \quad \leqslant \frac{1}{2} \pi+1+\frac{1}{6}+\frac{3}{40}+\cdots=\arccos (-1)=\pi .
\end{aligned}
$$

(ii) For the special case, the first-order evolutionary unitary dilation operator is

$$
\begin{align*}
U= & \left(\sigma_{z} \otimes I\right)\left(I \otimes \Phi^{\otimes^{d}}\right) e^{i \sigma_{y} \otimes \arccos \left(\Lambda_{1} \Delta t\right)} \\
& \times\left[I \otimes\left(\Phi^{\otimes^{d}}\right)^{-1}\right]\left(I \otimes e^{i H_{2} \Delta t}\right), \tag{35}
\end{align*}
$$

where $\Lambda_{1}$ and $H_{2}$ are diagonal matrices and $\arccos \left(\Lambda_{1} \Delta t\right)$ is well defined if $\left\|H_{1}\right\| \Delta t \leqslant 1$. The gate complexity is obviously given by

$$
\begin{aligned}
N_{\text {gates,unitary }} & =n[2 O(d m \log m)+2 O(d m)] \\
& =\frac{T}{\Delta t} O(d m \log m)
\end{aligned}
$$

This completes the proof.
Remark 9. Note that for $\arccos \left(H_{1} \Delta t\right)$ to be well defined, one needs $\left\|H_{1}\right\| \Delta t \leqslant 1$. If $H_{1}$ is the discrete heat operator, then $\left\|H_{1}\right\|=O\left(\Delta x^{2}\right)$ in one dimension; hence one needs $\Delta t=O\left(\Delta x^{2}\right)$, which is the Courant-Friedrichs-Lewy stability condition for solving the heat equation using explicit time discretization. On the other hand, the time-splitting method is unconditionally stable; thus one can take $\Delta t=O(\Delta x)$ there. According to the special case in Theorems 3 and 4, the heat
equation (19) can be simulated with

$$
\begin{aligned}
N_{\text {gates,Schr }} & =\frac{T}{\Delta t} O\left(d m \log m+m_{p} \log m_{p}\right) \\
& =\frac{T}{\Delta x} O\left(d m \log m+m_{p} \log m_{p}\right), \\
N_{\text {gates,unitary }} & =\frac{T}{\Delta t} O(d m \log m) \\
& =\frac{T}{\Delta x^{2}} O(d m \log m) .
\end{aligned}
$$

The mesh strategy is $d \Delta x^{\ell} \sim \varepsilon$ and $\Delta p \sim \varepsilon$, which gives

$$
\frac{N_{\text {gates }, \mathrm{Schr}}}{N_{\text {gates,unitary }}}=\Delta x O\left(1+\frac{\ell}{d} \frac{\log (1 / \varepsilon)}{\log (d / \varepsilon)}\right)
$$

This implies that the parity-dilating unitarization method requires more computational cost if $\ell$ is not large, that is, the solution $u$ is not sufficiently smooth.

In the following, we focus on distinguishing the paritydilating unitarization method with our approach.

For spectral discretizations, the coefficient matrix arising from the differential operators is always dense in the original variables due to the existence of the DFT matrix. It may be hard to get a sparse system when the equations have varying coefficients. For a dense matrix, the preparation of the matrix $\arccos \left(H_{1} \Delta t\right)$ seems to be rather involved. A candidate for the implementation is the Taylor expansion, which, however, cannot resolve the sparsity problem.

The finite-difference discretization usually yields sparse systems but with lower accuracy than the spectral method. The matrix $\arccos \left(H_{1} \Delta t\right)$ is often dense even if $H_{1}$ is very sparse. This is like the transformation in DFT, which makes the diagonal matrix a dense one [see (34)]. This means $s\left[\arccos \left(H_{1} \Delta t\right)\right]$ usually scales as $O\left(\Delta x^{-d}\right)$, which can be far greater than $s\left(H_{1}\right)\left\|H_{1}\right\|_{\max } / \Delta p$ when $d$ is large [the latter one may scale as $\left.O\left(d^{2} / \Delta x^{\alpha} \Delta p\right)\right]$. On the other hand, the density makes the implementation of $\arccos \left(H_{1} \Delta t\right)$ difficult. It should be pointed out that for some cases, for instance, the central difference of the Laplacian, the matrix can be diagonalized in the discrete Fourier, discrete sine, or discrete cosine transformation matrix. In this case, the $\arccos \left(H_{1} \Delta t\right)$ can be efficiently implemented since the transformation matrices can be realized by the fast Fourier transform.

## C. Block-encoding unitarization of linear ODEs

The parity-dilation method shows a particular example of a block-encoding strategy. More general results can be derived. In Sec. 4.1 of [20], the authors presented the blockencoding technique to solve (27) with negative-definite $A$ and time-independent $\boldsymbol{b}$, where $\|A\| \leqslant 1$ is assumed for technical simplicity. Based on the evolutionary form

$$
\begin{aligned}
\boldsymbol{u}(t) & =e^{A t} \boldsymbol{u}(0)+\int_{0}^{T} e^{A(T-s)} d s \boldsymbol{b} \\
& =e^{A t} \boldsymbol{u}(0)+\left(e^{A T}-I\right) A^{-1} \boldsymbol{b}
\end{aligned}
$$

the algorithm first separately computes the homogeneous and the inhomogeneous parts and then combines them together using the technique of linear combination of quantum states.

For the construction of the linear combination, we refer the reader to Lemma 22 in [20] when given the block encodings of $e^{A t}$ and $\int_{0}^{T} e^{A(T-s)} d s$.

The query complexity of the block-encoding technique in [20] is based on access to the block encoding of matrix $A$, which can be difficult to realize. If we assume access to the block encoding of $A$, then the complexity is dependent of the condition number of $A$ (i.e., the inverse of $\delta$ in Theorem 23 in [20]), which could give rise to a large factor. This is not the case for the Hamiltonian-simulation-based algorithms. However, if access to the block encoding of $A^{2}$ is assumed, this factor is no longer present.

## D. Imaginary-time-evolution methods for linear ODEs

Imaginary-time-evolution methods refer to the application of a Wick rotation $\tau=-i t$ to transform the heat equation $\partial_{t} u=\partial_{x x} u$ into a Schrödinger equation $-i \partial_{\tau} u(\tau, x)=$ $\partial_{x x} u(\tau, x)$. This has been applied in heuristic schemes for quantum problems, for instance, in [37-39]. In this case, the state obeying the Schrödinger equation and its imaginary-time counterpart do not have the same evolution. This means that, except for the steady-state solution, extra resources are necessary to map between the solution in the unitarily evolving system to the other. Usually some heuristic techniques are used, like variational methods or classical optimization that requires input from quantum measurements on the quantum states themselves. These, however, have the benefit of being implementable on hybrid classical-quantum devices.

The imaginary-time-evolution approach can also be used to deal with the general linear ODE system (27) in principle. However, it may change the nature of the underlying PDEs. For example, if it is done for the heat equation, then one changes from a dissipative equation, which has the merit of converging fast (exponentially) to the ground state, to a Hamiltonian system that converges slowly to the ground or steady state.

This differs from our method, which does not rely on heuristic methods. Here we instead transform the heat equation to phase space by using the warped phase transformation. We can also apply this to ground-state or steady-state preparation [21].

## IV. APPLICATIONS TO MORE PDEs

In this section we apply our method to more typical examples. For simplicity, we only provide the time complexity in terms of the number of qubits since the error estimates may be rather involved.

## A. Black-Scholes equation

The Black-Scholes equation

$$
\frac{\partial V}{\partial t}+r S \frac{\partial V}{\partial S}+\frac{1}{2} \sigma^{2} S^{2} \frac{\partial V^{2}}{\partial S^{2}}=r V
$$

is a PDE that evaluates the price of a financial derivative, where $r$ and $\sigma$ are constants. For a specific derivative contract, the problem is to determine its present price $V(t=0, S)$ according to the terminal price $V(t=T, S)$ of the option [35]. The change of variables $S=e^{x},-\infty<x<\infty$, leads to a
backward parabolic equation

$$
\frac{\partial V}{\partial t}+\left(r-\frac{\sigma^{2}}{2}\right) \frac{\partial V}{\partial x}+\frac{\sigma^{2}}{2} \frac{\partial V^{2}}{\partial x^{2}}=r V
$$

One can reverse time $t \rightarrow \tau=T-t$ to get a forward parabolic equation

$$
\begin{equation*}
\frac{\partial V}{\partial \tau}=\left(r-\frac{\sigma^{2}}{2}\right) \frac{\partial V}{\partial x}+\frac{\sigma^{2}}{2} \frac{\partial V^{2}}{\partial x^{2}}-r V \tag{36}
\end{equation*}
$$

This is a typical example, in which the underlying operators can be diagonalized in the momentum basis, which has been resolved by the unitarization approach in [35].

We first consider our method. By the warped phase transformation $W(t, x, p)=e^{-p} V(t, x)$ with periodic extension of the initial data, one gets

$$
\partial_{\tau} W=\left(r-\frac{\sigma^{2}}{2}\right) \partial_{x} W+\left(\frac{\sigma^{2}}{2} \partial_{x x}-r I\right)\left(-\partial_{p} W\right)
$$

By repeating the previous calculations, it is straightforward to derive a Hamiltonian system

$$
\begin{aligned}
\frac{d}{d t} \tilde{\boldsymbol{W}}(t) & =i \boldsymbol{H} \tilde{\boldsymbol{W}}(t), \\
\boldsymbol{H} & =\left(r-\frac{\sigma^{2}}{2}\right)\left(P_{\mu} \otimes I\right)+\left(\frac{\sigma^{2}}{2} P_{\mu}^{2}+r I\right) \otimes D_{\mu}
\end{aligned}
$$

where $\tilde{\boldsymbol{W}}=\left(I \otimes F_{p}^{-1}\right) \boldsymbol{W}$ and $\boldsymbol{W}(t)=\sum_{j, k} W\left(t, x_{j}, p_{k}\right)|j, k\rangle$. Performing the change of variables $\tilde{\boldsymbol{c}}=\left(F_{x}^{-1} \otimes I\right) \tilde{\boldsymbol{W}}$, where $F_{x}=\Phi$, one has

$$
\begin{aligned}
\frac{d}{d t} \tilde{\boldsymbol{c}}(t) & =i \tilde{\boldsymbol{H}} \tilde{\boldsymbol{c}}(t) \\
\tilde{\boldsymbol{H}} & =\left(r-\frac{\sigma^{2}}{2}\right)\left(D_{\mu} \otimes I\right)+\left(\frac{\sigma^{2}}{2} D_{\mu}^{2}+r I\right) \otimes D_{\mu}
\end{aligned}
$$

Theorem 5. Our approach for the Black-Scholes equation can be simulated with gate complexity given by

$$
N_{\mathrm{gates}, S c h r}=O\left(m \log m+m_{p} \log m_{p}\right)
$$

Proof. The diagonal unitary operator $e^{-i \tilde{\boldsymbol{H}} t}$ can be simulated with

$$
N_{\text {gates }}\left(e^{i \tilde{\boldsymbol{H}} t}\right)=O\left(m_{H}\right)=O\left(m+m_{p}\right)
$$

two-qubit gates (see Algorithm I in Remark 4). The result follows by adding the number of gates for the QFT, which is only performed twice for both $x$ and $p$.

For the unitarization method, we rewrite Eq. (36) as

$$
\partial_{\tau} V=\hat{H}_{\mathrm{BS}} V,
$$

where $\hat{H}_{\mathrm{BS}}=\hat{H}_{1}+\hat{H}_{2}$, with

$$
\hat{H}_{1} V=-i\left(r-\frac{\sigma^{2}}{2}\right) \partial_{x} V, \quad \hat{H}_{2} V=\frac{\sigma^{2}}{2} \partial_{x x} V-r V
$$

representing the Hermitian and non-Hermitian parts, respectively. Using the DFT, the above equation can be written as

$$
\partial_{\tau} \boldsymbol{V}=\left(\boldsymbol{H}_{1}+i \boldsymbol{H}_{2}\right) \boldsymbol{V}
$$

with

$$
\begin{aligned}
\boldsymbol{V}(t) & =\sum_{j} V\left(t, x_{j}\right)|j\rangle, \quad \boldsymbol{H}_{2}=\left(\frac{\sigma^{2}}{2}-r\right) P_{\mu} \\
\boldsymbol{H}_{1} & =\frac{\sigma^{2}}{2} P_{\mu}^{2}-r I
\end{aligned}
$$

Let $\tilde{\boldsymbol{V}}=F_{x}^{-1} \boldsymbol{V}$. The equation can be rewritten as the diagonalized form in the momentum space:

$$
\begin{aligned}
\partial_{\tau} \tilde{\boldsymbol{V}} & =\left(\tilde{\boldsymbol{H}}_{1}+i \tilde{\boldsymbol{H}}_{2}\right) \tilde{\boldsymbol{V}}, \quad \tilde{\boldsymbol{H}}_{2}=\left(\frac{\sigma^{2}}{2}-r\right) D_{\mu} \\
\tilde{\boldsymbol{H}}_{1} & =\frac{\sigma^{2}}{2} D_{\mu}^{2}-r I .
\end{aligned}
$$

Theorem 6. The parity-dilating unitarization approach for the Black-Scholes equation can be simulated with gate complexity given by

$$
N_{\text {gates,unitary }}=O(m \log m)
$$

Proof. Since $\tilde{\boldsymbol{H}}_{1}$ commutes with $\tilde{\boldsymbol{H}}_{2}$, the evolution of $\tilde{\boldsymbol{V}}$ can be simply written as

$$
\tilde{\boldsymbol{V}}(\tau)=e^{\left(\tilde{\boldsymbol{H}}_{1}+i \tilde{\boldsymbol{H}}_{2}\right) \tau} \tilde{\boldsymbol{V}}(0)=e^{\tilde{\boldsymbol{H}}_{1} \tau} e^{i \tilde{\boldsymbol{H}}_{2} \tau} \tilde{\boldsymbol{V}}(0)
$$

Thus one just needs to perform the unitary dilation technique once. According to the proof of Theorem 4, the evolutionary unitary dilation operator is

$$
U=\left(\sigma_{z} \otimes \mathrm{I}\right) e^{i \sigma_{y} \otimes \arccos \left(\tilde{\boldsymbol{H}}_{1} \tau\right)}\left(\mathrm{I} \otimes e^{i \tilde{\boldsymbol{H}}_{2} \tau}\right)
$$

where the diagonal unitary operators on the right-hand side can be simulated with $O(m+1)$ gates. The result follows by adding the number of gates for the QFT.

For this simple example, there is a slight overhead in time complexity for our approach, i.e.,

$$
N_{\text {gates,Schr }}-N_{\text {gates,unitary }}=O\left(m_{p} \log m_{p}\right)=O(\log (1 / \varepsilon))
$$

since $m_{p} \sim \log (1 / \Delta p)$ and $\Delta p \sim \varepsilon$. Such a conclusion is obviously valid for cases where the underlying operators can be diagonalized in the same basis (in this case, the arccos is not an issue as observed in the proof of Theorem 6), which are often encountered for the differential operators with constant coefficients.

## B. Fokker-Planck equation

The Fokker-Planck equation describes the time evolution of the probability density function $f(t, x)$ of the velocity of a particle under the influence of drag forces and random forces [40]. It has the form

$$
\begin{equation*}
\partial_{t} f=-\nabla \cdot[\nabla V(x) f]+\sigma \Delta f \tag{37}
\end{equation*}
$$

where $V(x)$ is a scalar function and $\sigma>0$ is a constant. The first term on the right-hand side is called the drifted term and the second term is the diffusion term generated by white noise. This equation has the steady-state solution $f=e^{-V(x) / \sigma}$. For convenience, we assume the periodic boundary conditions with $x=\left(x_{1}, \ldots, x_{d}\right) \in[-1,1]^{d}$.

## 1. Conservation form

Equation (37) can also be written as

$$
\begin{equation*}
\partial_{t} f=\sigma \nabla \cdot\left[e^{-V / \sigma} \nabla\left(e^{V / \sigma} f\right)\right] \tag{38}
\end{equation*}
$$

As done for the heat equation, one can introduce the transformation $F(t, x, p)=e^{-p} f(t, x)$ and extend the initial data to $p<0$ to obtain

$$
\begin{aligned}
\partial_{t} F & =\sigma \nabla_{x} \cdot\left\{e^{-V / \sigma} \nabla_{x}\left[e^{V / \sigma}\left(-F_{p}\right)\right]\right\}, \\
F(0, x, p) & =e^{-|p|} f(t, x)
\end{aligned}
$$

Apply the discrete Fourier transformation on both $x$ and $p$ to get

$$
\begin{aligned}
\nabla_{x} \cdot & \left\{e^{-V / \sigma} \nabla_{x}\left[e^{V / \sigma}\left(-F_{p}\right)\right]\right\} \\
= & \sum_{l=1}^{d} \partial_{x_{l}}\left\{e^{-V / \sigma} \partial_{x_{l}}\left[e^{V / \sigma}\left(-F_{p}\right)\right]\right\} \\
= & -i \sum_{l=1}^{d}\left(-i \partial_{x_{l}}\right)\left(e^{-V / \sigma}\left(-i \partial_{x_{l}}\right)\left\{e^{V / \sigma}\left[-\left(-i \partial_{p}\right)\right] F\right\}\right) \\
& \rightarrow i \sum_{l=1}^{d}\left(\boldsymbol{P}_{l} \otimes I\right)\left(e^{-V / \sigma} \otimes I\right)\left(\boldsymbol{P}_{l} \otimes I\right) \\
& \times\left(\boldsymbol{e}^{\boldsymbol{V} / \sigma} \otimes I\right)\left(I^{\otimes d} \otimes P_{\mu}\right) \boldsymbol{F} \\
= & i \sum_{l=1}^{d}\left(\boldsymbol{P}_{l} \boldsymbol{e}^{-V / \sigma} \boldsymbol{P}_{l} \boldsymbol{e}^{\boldsymbol{V} / \sigma} \otimes P_{\mu}\right) \boldsymbol{F}
\end{aligned}
$$

where $\boldsymbol{P}_{l}$ is the same as the one given for the heat equation and $\boldsymbol{e}^{\boldsymbol{V}}=\operatorname{diag}(\boldsymbol{g})$ is a diagonal matrix with the diagonal vector given by $\boldsymbol{g}=\sum_{j} e^{V\left(x_{j}\right)}|\boldsymbol{j}\rangle$. It should be pointed out that $\boldsymbol{e}^{V}$ is not the matrix exponential $e^{V}$, where we have used the bold symbol $\boldsymbol{e}$ to indicate the difference.

Let $\boldsymbol{A}_{l}=\boldsymbol{P}_{l} \boldsymbol{e}^{-\boldsymbol{V} / \sigma} \boldsymbol{P}_{l}$, which are Hermitian matrices. One has the ODE

$$
\frac{d}{d t} \boldsymbol{F}=i \sigma \sum_{l=1}^{d}\left(\boldsymbol{A}_{l} \boldsymbol{e}^{\boldsymbol{V} / \sigma} \otimes P_{\mu}\right) \boldsymbol{F}
$$

Defining $\tilde{\boldsymbol{F}}=\left(\boldsymbol{e}^{\boldsymbol{V} /(2 \sigma)} \otimes F_{p}^{-1}\right) \boldsymbol{F}$, we get a Hamiltonian system

$$
\frac{d}{d t} \tilde{\boldsymbol{F}}=i \boldsymbol{H}_{1} \tilde{\boldsymbol{F}}
$$

where

$$
\begin{gathered}
\boldsymbol{H}_{1}=\left(\boldsymbol{B}_{1}+\cdots+\boldsymbol{B}_{d}\right) \otimes D_{\mu} \\
\boldsymbol{B}_{l}=\sigma \boldsymbol{e}^{\boldsymbol{V} /(2 \sigma)} \boldsymbol{A}_{l} \boldsymbol{e}^{\boldsymbol{V} / 2 \sigma}, \quad \boldsymbol{A}_{l}=\boldsymbol{P}_{l} \boldsymbol{e}^{-\boldsymbol{V} / \sigma} \boldsymbol{P}_{l}
\end{gathered}
$$

## 2. Heat equation form

Using the transformation $\psi(t, x)=e^{V / 2 \sigma} f$ (recall the definition of $\tilde{\boldsymbol{F}}$ in the conservation form), one easily gets that $\psi$ satisfies the imaginary-time Schrödinger or heat equation [41]

$$
\begin{equation*}
\partial_{t} \psi=\sigma \Delta \psi-U(x) \psi \tag{39}
\end{equation*}
$$

where

$$
U(x):=\frac{|\nabla V|^{2}}{4 \sigma}-\frac{1}{2} \Delta V .
$$

Since Eq. (39) has the same form of the heat equation in (19), one can introduce the transformation technique to get

$$
\frac{d}{d t} \tilde{\boldsymbol{\Psi}}(t)=i \boldsymbol{H}_{2} \tilde{\boldsymbol{\Psi}}(t)
$$

where

$$
\boldsymbol{H}_{2}=\left[\sigma\left(\boldsymbol{P}_{1}^{2}+\cdots+\boldsymbol{P}_{d}^{2}\right)+\boldsymbol{U}\right] \otimes D_{\mu}
$$

is a Hermitian matrix and $\boldsymbol{U}$ is defined as $\boldsymbol{V}$.
Remark 10. Obviously, it is more time consuming to perform the quantum simulation of the first matrix $\boldsymbol{H}_{1}$. In fact, $\boldsymbol{B}_{l}$ is not sparse in the $x_{l}$ direction; hence the simulation of $\boldsymbol{H}_{1}$ is not sparse along $x_{l}$ direction. However, $\boldsymbol{P}_{l}^{2}$ in $\boldsymbol{H}_{2}$ can be efficiently implemented in the frequency space by using the quantum Fourier transform.

## C. Linear Boltzmann equation

In this section we consider the linear Boltzmann equation with isotropic scattering [42]

$$
\begin{aligned}
\partial_{t} f+\xi \cdot \nabla_{x} f & =\frac{1}{|\Omega|} \int_{\Omega} f\left(t, x, \xi^{\prime}\right) d \xi^{\prime}-f, \\
f(0, x, \xi) & =f_{0}(x, \xi)
\end{aligned}
$$

where $f=f(t, x, \xi), x=\left(x_{1}, \ldots, x_{d}\right) \in[-1,1]^{d}$, and $\xi=$ $\left(\xi_{1}, \ldots, \xi_{d-1}\right)$ is a vector on the unit sphere $\mathbb{S}^{d-1}$ in $\mathbb{R}^{d}$. We assume the periodic boundary conditions are imposed.

## 1. Hamiltonian system

Proceeding as in the previous sections, we introduce the warped phase transformation

$$
F(t, x, \xi, p)=e^{-p} f(t, x, \xi), \quad p>0
$$

with the initial data symmetrically extended to $p<0$, and find that $F$ solves

$$
\begin{aligned}
\partial_{t} F+\xi \cdot \nabla_{x} F & =-\left(\frac{1}{|\Omega|} \int_{\Omega} \partial_{p} F\left(t, x, \xi^{\prime}, p\right) d \xi^{\prime}-\partial_{p} F\right) \\
F(0, x, \xi, p) & =F_{0}(x, \xi, p):=e^{-|p|} f_{0}(x, \xi)
\end{aligned}
$$

We use the discrete-ordinate method to discretize the integral. Let $\left(w_{k}, \xi_{k}\right)$ be the quadrature weights and points, where $\xi_{k}=\left(\xi_{k 1}, \ldots, \xi_{k d}\right)$ and $1 \leqslant k \leqslant N$. One has the semidiscrete system

$$
\partial_{t} F_{m}+\xi_{m} \cdot \nabla_{x} F_{m}=-\left(\sum_{k} w_{k} \partial_{p} F_{k}-\partial_{p} F_{m}\right)
$$

where $\quad m=1,2, \ldots, N \quad$ and $\quad F_{m}=F_{m}(t, x, p):=$ $F\left(t, x, \xi_{m}, p\right)$. Let

$$
\boldsymbol{F}_{m}=\sum_{\boldsymbol{j}, j_{p}} \boldsymbol{F}_{m}\left(t, x_{\boldsymbol{j}}, p_{j_{p}}\right)\left|\boldsymbol{j}, j_{p}\right\rangle, \quad \boldsymbol{j}=\left(j_{1}, \ldots, j_{d}\right)
$$

which is a column vector of $M^{d+1}$ entries. Taking the discrete Fourier transformation on both $x$ and $p$ yields

$$
\begin{aligned}
& \frac{d}{d t} \boldsymbol{F}_{m}+i \sum_{l=1}^{d} \xi_{m l}\left(\boldsymbol{P}_{l} \otimes I\right) \boldsymbol{F}_{m} \\
& \quad=-i\left(I^{\otimes^{d}} \otimes P_{\mu}\right)\left(\sum_{k=1}^{N} w_{k} \boldsymbol{F}_{k}-\boldsymbol{F}_{m}\right),
\end{aligned}
$$

where $m=1, \ldots, N$ and $\boldsymbol{P}_{l}=I^{\otimes^{l-1}} \otimes P_{\mu} \otimes I^{\otimes^{d-l}}$. The above system can be rewritten as

$$
\begin{equation*}
\frac{d}{d t} \boldsymbol{F}+i \sum_{l=1}^{d}\left(\Lambda_{\xi_{l}} \otimes \boldsymbol{P}_{l} \otimes I\right) \boldsymbol{F}=-i(W-I) \otimes I^{\otimes^{d}} \otimes P_{\mu} \boldsymbol{F}, \tag{40}
\end{equation*}
$$

where $\boldsymbol{F}=\left[\boldsymbol{F}_{1} ; \ldots ; \boldsymbol{F}_{N}\right]$, with the semicolon indicating the straightening of $\left\{\boldsymbol{F}_{i}\right\}_{i \geqslant 1}$ into a column vector, $\Lambda_{\xi_{l}}=$ $\operatorname{diag}\left(\xi_{1 l}, \xi_{2 l}, \ldots, \xi_{N l}\right)$, and $W=\Xi \Lambda_{w}$, with $\Xi=\left(\Xi_{i j}\right)_{N \times N}$, $\Xi_{i j} \equiv 1, \Lambda_{w}=\operatorname{diag}\left(w_{1}, w_{2}, \ldots, w_{N}\right)$.

Define $\tilde{\boldsymbol{F}}=\left(\Lambda_{w}^{1 / 2} \otimes I^{\otimes^{d}} \otimes F_{p}^{-1}\right) \boldsymbol{F}$. One has from (40) that

$$
\begin{aligned}
& \frac{d}{d t} \tilde{\boldsymbol{F}}+i \sum_{l=1}^{d}\left(\Lambda_{w}^{1 / 2} \Lambda_{\xi_{l}} \Lambda_{w}^{-1 / 2} \otimes \boldsymbol{P}_{l} \otimes I\right) \tilde{\boldsymbol{F}} \\
& \left.\quad=-i\left(\Lambda_{w}^{1 / 2} \Xi \Lambda_{w}^{1 / 2}-I\right) \otimes I^{\otimes^{d}} \otimes D_{\mu}\right) \tilde{\boldsymbol{F}}
\end{aligned}
$$

Noting that $\Lambda_{w}^{1 / 2} \Lambda_{\xi_{l}} \Lambda_{w}^{-1 / 2}=\Lambda_{\xi_{l}}$, we finally derive a Hamiltonian system

$$
\begin{equation*}
\frac{d}{d t} \tilde{\boldsymbol{F}}=-i \boldsymbol{H} \tilde{\boldsymbol{F}} \tag{41}
\end{equation*}
$$

where

$$
\boldsymbol{H}=\sum_{l=1}^{d}\left(\Lambda_{\xi_{l}} \otimes \boldsymbol{P}_{l} \otimes I\right)+\left(\Lambda_{w}^{1 / 2} \Xi \Lambda_{w}^{1 / 2}-I\right) \otimes I^{\otimes^{d}} \otimes D_{\mu}
$$

is a Hermitian matrix.

## 2. Quantum simulation

For the Hamiltonian system (41), one can solve

$$
\frac{d}{d t} \tilde{\boldsymbol{F}}=-i \boldsymbol{H}_{\xi} \tilde{\boldsymbol{F}}, \quad \boldsymbol{H}_{\xi}=\sum_{l=1}^{d}\left(\Lambda_{\xi_{l}} \otimes \boldsymbol{P}_{l} \otimes I\right)
$$

for one time step, followed by solving

$$
\frac{d}{d t} \tilde{\boldsymbol{F}}=-i \boldsymbol{H}_{w} \tilde{\boldsymbol{F}}, \quad \boldsymbol{H}_{w}=\left(\Lambda_{w}^{1 / 2} \Xi \Lambda_{w}^{1 / 2}-I\right) \otimes I^{\otimes^{d}} \otimes D_{\mu}
$$

again for one time step. By introducing $\tilde{\boldsymbol{c}}=\left(I^{\otimes^{d}} \otimes F_{x}^{-1} \otimes\right.$ I) $\tilde{\boldsymbol{F}}$, where $F_{x}=\Phi^{\otimes^{d}}$, the system in the first step is transformed into

$$
\frac{d}{d t} \tilde{\boldsymbol{c}}=-i \boldsymbol{H}_{\xi} \tilde{\boldsymbol{c}}, \quad \boldsymbol{H}_{D, \xi}=\sum_{l=1}^{d}\left(\Lambda_{\xi_{l}} \otimes \boldsymbol{D}_{l}^{\mu} \otimes I\right)
$$

where $\boldsymbol{H}_{D, \xi}$ is a diagonal matrix.

Theorem 7. The solution to the Boltzmann equation can be simulated with gate complexity given by

$$
\begin{aligned}
N_{\text {gates }}= & \tilde{O}\left(\frac{m_{H} N^{2}}{\Delta p}+\frac{m_{H}}{\Delta x}\right)+O\left(\frac{T}{\Delta t} d m \log m\right) \\
& +O\left(m_{p} \log m_{p}\right)
\end{aligned}
$$

where $N$ is the number of quadrature points and $m_{H}=d m+m_{p}$.

Proof. Given the initial state of $\tilde{\boldsymbol{F}}^{0}$ and applying the inverse QFT to the $x$ register, one gets $\tilde{\boldsymbol{c}}^{0}$. At each time step, one needs to consider the procedure

$$
\tilde{\boldsymbol{c}}^{n} \xrightarrow{e^{-i \boldsymbol{H}_{D, \xi} \Delta t}} \tilde{\boldsymbol{c}}^{*} \xrightarrow{I^{\otimes^{d}} \otimes F_{x} \otimes I} \tilde{\boldsymbol{F}}^{*} \xrightarrow{e^{-i \boldsymbol{H}_{w} \Delta t}} \tilde{\boldsymbol{F}}^{n+1} \xrightarrow{I^{\otimes^{d}} \otimes F_{x}^{-1} \otimes I} \tilde{\boldsymbol{c}}^{n+1}
$$

By Lemma 1, $e^{-i \boldsymbol{H}_{w} \Delta t}$ can be simulated with

$$
\begin{aligned}
N_{\text {gates }}\left(e^{-i \boldsymbol{H}_{w} \Delta t}\right) & =\tilde{O}\left(\Delta t m_{H} s\left(\boldsymbol{H}_{w}\right)\left\|\boldsymbol{H}_{w}\right\|_{\max }\right) \\
& =\tilde{O}\left(\Delta t \frac{m_{H} N^{2}}{\Delta p}\right)
\end{aligned}
$$

where $s\left(\boldsymbol{H}_{w}\right)=N$ and $\left\|\boldsymbol{H}_{w}\right\|_{\max } \lesssim N M_{p}$. Similarly, $e^{-i \boldsymbol{H}_{D, \xi} \Delta t}$ can be simulated with

$$
\begin{aligned}
N_{\text {gates }}\left(e^{-i \boldsymbol{H}_{D, \xi} \Delta t}\right) & =\tilde{O}\left(\Delta t m_{H} s\left(\boldsymbol{H}_{D, \xi}\right)\left\|\boldsymbol{H}_{D, \xi}\right\|_{\max }\right) \\
& =\tilde{O}\left(\frac{\Delta t m_{H}}{\Delta x}\right)
\end{aligned}
$$

where $s\left(\boldsymbol{H}_{D, \xi}\right)=1$ and $\left\|\boldsymbol{H}_{D, \xi}\right\|_{\max } \leqslant M=O(1 / \Delta x)$.
It is known that the quantum Fourier transforms $F_{x}$ can be implemented using $O(d m \log m)$ gates. Therefore, the gate complexity required to iterate to the $n$th step for the system (41) is

$$
\begin{aligned}
N_{\text {gates }} & =n\left[\tilde{O}\left(\frac{\Delta t m_{H} N^{2}}{\Delta p}+\frac{\Delta t m_{H}}{\Delta x}\right)+O(d m \log m)\right] \\
& =\tilde{O}\left(\frac{m_{H} N^{2}}{\Delta p}+\frac{m_{H}}{\Delta x}\right)+O\left(\frac{T}{\Delta t} d m \log m\right)
\end{aligned}
$$

The proof is complete.
We remark that $\|H\|_{\text {max }}$ in Algorithm II (see Lemma 1) is not significantly amplified by the auxiliary variable $p$. This is due to the presence of the first-order derivative with respect to $x$ in the convection term. This is very different from our approach to the linear convection equation in Sec. II B, where the second-order derivative with respect to $p$ is included, which leads to $1 / \Delta p^{2}$ as the multiplicative factor in the time complexity if Algorithm II is used.

## D. Vlasov-Fokker-Planck equation

We now present an example in which the first use of the warped phase transformation fails.

Consider $f=f(t, x, \xi)>0$ satisfying the Vlasov-FokkerPlanck (VFK) equation (also called the Klein-KramersChandrasekhar equation) [43]

$$
\partial_{t} f+\xi \cdot \nabla_{x} f-\nabla V(x) \cdot \nabla_{\xi} f=\nabla_{\xi} \cdot\left(\xi f+\nabla_{\xi} f\right)
$$

where $x, \xi \in \mathbb{R}^{d}$. Introducing

$$
M=M(\xi):=e^{-|\xi|^{2} / 2}
$$

the VFK equation can be written as

$$
\partial_{t} f+\xi \cdot \nabla_{x} f-\nabla V(x) \cdot \nabla_{\xi} f=\nabla_{\xi} \cdot\left[M \nabla_{\xi}\left(M^{-1} f\right)\right] .
$$

Let $W(\xi)=|\xi|^{2} / 2$ and $\sigma=1$. Then $M=e^{-W / \sigma}$ and the above equation can be rewritten as

$$
\partial_{t} f+\xi \cdot \nabla_{x} f-\nabla V(x) \cdot \nabla_{\xi} f=\sigma \nabla_{\xi} \cdot\left[e^{-W / \sigma} \nabla_{\xi}\left(e^{W / \sigma} f\right)\right]
$$

where the right-hand side has the same form as that of Eq. (38).

It seems that we can also try the conservation form and heat equation form as for the Fokker-Planck equation; however, the third term $\nabla V(x) \cdot \nabla_{\xi} f$ on the left-hand side makes the direct use of the warped phase transformation no longer work. Let us consider the conservation form as an example. Introduce the transformation $F(t, x, \xi, p)=e^{-p} f(t, x, \xi)$ with periodic extension of the initial data to get

$$
\partial_{t} F+\xi \cdot \nabla_{x} F-\nabla V(x) \cdot \nabla_{\xi} f=\nabla_{\xi} \cdot\left\{e^{-W} \nabla_{\xi}\left[e^{W}\left(-F_{p}\right)\right]\right\}
$$

Applying the discrete Fourier transformation on all variables, one easily obtains

$$
\begin{aligned}
\xi \cdot \nabla_{x} F= & \sum_{l=1}^{d} \xi_{l} \partial_{x_{l}} F \\
& \rightarrow i \sum_{l=1}^{d}\left(\boldsymbol{P}_{l} \otimes \boldsymbol{D}_{l} \otimes I\right)\left(\boldsymbol{F}_{x} \otimes \boldsymbol{F}_{\xi} \otimes \boldsymbol{F}_{p}\right), \\
\nabla V(x) \cdot \nabla_{\xi} F= & \sum_{l=1}^{d} \partial_{x_{l}} V \partial_{\xi_{l}} F \\
& \rightarrow i \sum_{l=1}^{d}\left(\boldsymbol{V}_{l} \otimes \boldsymbol{P}_{l} \otimes I\right)\left(\boldsymbol{F}_{x} \otimes \boldsymbol{F}_{\xi} \otimes \boldsymbol{F}_{p}\right),
\end{aligned}
$$

where $\boldsymbol{V}_{l}=\sum_{i} \partial_{x_{l}} V\left(x_{i}\right)|i\rangle$ is a diagonal matrix and

$$
\begin{aligned}
\boldsymbol{\nabla}_{\xi} \cdot & \left\{e^{-W} \nabla_{\xi}\left[e^{W}\left(-F_{p}\right)\right]\right\} \\
= & \sum_{l=1}^{d} \partial_{\xi_{l}}\left\{e^{-W} \partial_{\xi_{l}}\left[e^{W}\left(-F_{p}\right)\right]\right\} \\
= & i \sum_{l=1}^{d}\left(-i \partial_{\xi_{l}}\right)\left\{e^{-W}\left(-i \partial_{\xi_{l}}\right)\left[e^{W}\left(-i \partial_{p} F\right)\right]\right\} \\
& \rightarrow i \sum_{l=1}^{d}\left(I^{\otimes^{d}} \otimes \boldsymbol{P}_{l} \otimes I\right)\left(I^{\otimes^{d}} \otimes \boldsymbol{e}^{-W_{\xi}} \otimes I\right) \\
& \times\left(I^{\otimes^{d}} \otimes \boldsymbol{P}_{l} \otimes I\right)\left(I^{\otimes^{d}} \otimes \boldsymbol{e}^{\boldsymbol{W}_{\xi}} \otimes I\right)\left(I^{\otimes^{d}} \otimes I^{\otimes^{d}} \otimes P_{\mu}\right) \boldsymbol{F} \\
= & i \sum_{l=1}^{d}\left(I^{\otimes^{d}} \otimes \boldsymbol{P}_{l} \boldsymbol{e}^{-W_{\xi}} \boldsymbol{P}_{l} \boldsymbol{e}^{\boldsymbol{W}_{\xi}} \otimes P_{\mu}\right) \boldsymbol{F},
\end{aligned}
$$

where $\boldsymbol{e}^{-\boldsymbol{W}_{\xi}}$ is a diagonal matrix with the diagonal vector given by $\sum_{j} W\left(\xi_{j}\right)|\boldsymbol{j}\rangle$. Let $\boldsymbol{B}_{l}=\boldsymbol{P}_{l} \boldsymbol{e}^{-\boldsymbol{W}_{\xi}} \boldsymbol{P}_{l}$, which are Hermitian matrices. One gets the ODE

$$
\begin{aligned}
\frac{d}{d t} \boldsymbol{F}= & i \sum_{l=1}^{d}\left(-\boldsymbol{P}_{l} \otimes \boldsymbol{D}_{l} \otimes I+\boldsymbol{V}_{l} \otimes \boldsymbol{P}_{l} \otimes I\right. \\
& \left.+I^{\otimes^{d}} \otimes \boldsymbol{B}_{l} \boldsymbol{e}^{\boldsymbol{W}_{\xi}} \otimes P_{\mu}\right) \boldsymbol{F}
\end{aligned}
$$

For this system, it does not work by introducing the new variables $\tilde{\boldsymbol{F}}=I^{\otimes^{d}} \otimes \boldsymbol{e}^{\boldsymbol{W}}{ }_{\xi} / 2 \otimes F_{p}^{-1}$ since the first term on the right-hand side will change to $\boldsymbol{P}_{l} \otimes \boldsymbol{e}^{\boldsymbol{W}} \boldsymbol{W}^{\xi} / 2 \boldsymbol{D}_{l} \boldsymbol{e}^{-\boldsymbol{W}_{\xi} / 2} \otimes I$, which are not Hermitian matrices. To resolve this problem, one can first derive an ODE system resulting from the discretization of $x$ and $\xi$ variables and then apply the generalized approach in Sec. III A, with the details omitted.

$$
\begin{align*}
& \text { E. Liouville representation for nonlinear ODEs } \\
& \text { Consider the nonlinear ODEs } \\
& \frac{d q(t)}{d t}=F(q(t)), \quad q(0)=q_{0}, \quad q=\left[q_{1}, \ldots, q_{d}\right]^{T} .
\end{align*}
$$

For $x=\left(x_{1}, \ldots, x_{d}\right)$, let $\delta(x)=\Pi_{i=1}^{d} \delta\left(x_{i}\right)$ be the Dirac delta distribution. The Liouville equation corresponding to (42) can be derived by considering a function $\rho(t, x): \mathbb{R}^{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$, defined by

$$
\rho(t, x)=\delta(x-q(t))
$$

which represents the probability distribution in space $x$ that corresponds to the solution $x=q$. By the properties of the $\delta$ function, one obtains the solution of (42) by taking the moment

$$
\begin{equation*}
q(t)=\int x \delta(x-q(t)) d x=\int x \rho(t, x) d x \tag{43}
\end{equation*}
$$

To this end, we can characterize the dynamics of $\rho(t, x)$ and find the solution $q(t)$ via (43).

One can check that $\rho$ satisfies, in the weak sense, the linear $(d+1)$-dimensional PDEs

$$
\begin{aligned}
& \partial_{t} \rho(t, x)+\nabla_{x} \cdot[F(x) \rho(t, x)]=0, \\
& \rho_{0}(x):=\rho(0, x)=\delta\left(x-q_{0}\right) .
\end{aligned}
$$

Since the initial data involve a $\delta$ function, we consider the following problem with the smoothed initial data [26]:

$$
\begin{aligned}
& \partial_{t} u(t, x)+\nabla \cdot[F(x) u(t, x)]=0 \\
& u(0, x)=u_{0}(x):=\delta_{\omega}\left(x-q_{0}\right)
\end{aligned}
$$

Let $u_{1}=F_{i}(x) u(t, x)$. According to the notation for the Fourier spectral method, one has

$$
-i \partial_{x_{i}} u_{1} \rightarrow \hat{P}_{i}^{d} \boldsymbol{u}_{1}=\boldsymbol{P}_{i} \boldsymbol{u}_{1}=\boldsymbol{P}_{i} \Lambda_{F_{i}} \boldsymbol{u}
$$

where $\Lambda_{F_{i}}=\operatorname{diag}\left(\boldsymbol{F}_{i}\right)$ is a diagonal matrix and $\boldsymbol{F}_{i}=$ $\sum_{j} F_{i}\left(x_{j}\right)|\boldsymbol{j}\rangle$. The resulting system of ordinary differential equations is

$$
\begin{align*}
\frac{d}{d t} \boldsymbol{u}(t) & =-i A \boldsymbol{u}(t) \\
\boldsymbol{u}(0) & =\boldsymbol{u}^{0}=u_{0}\left(x_{j}\right) \tag{44}
\end{align*}
$$

where $A=\sum_{i=1}^{d} A_{i}$, with $A_{i}=\boldsymbol{P}_{i} \Lambda_{F_{i}}$. In Ref. [26] we proposed a quantum simulation method for the above problem by using the time-splitting approach. However, the simulation protocol there is different from the traditional time-marching Hamiltonian simulation since nonunitary procedures are involved at each time step, leading to exponential increase of the cost. By the generalized framework in Sec. III A, we are ready to recover a true Hamiltonian simulation.

Let us still consider the splitting in [26]. In fact, there is no need to apply the splitting since each $\boldsymbol{A}_{i}$ has the similar structure. Here we just indicate that our protocol also works for the splitting. The evolution of (44) can be written as

$$
\boldsymbol{w}(t+\Delta t)=e^{-i\left(A_{1}+\cdots+A_{d}\right) \Delta t} \boldsymbol{w}(t)
$$

in which the evolutionary operator can be approximated by the first-order product formula

$$
\begin{equation*}
U_{\Delta t}=e^{-i A_{d} \Delta t} \cdots e^{-i A_{1} \Delta t} \tag{45}
\end{equation*}
$$

Then the problem is reduced to the simulation of each $A_{j}$, where $A_{j}$ is not necessarily symmetric. Consider the decomposition $-i A_{j}=H_{1}^{j}+i H_{2}^{j}$, where $H_{1}^{j}$ and $H_{2}^{j}$ are Hermitian matrices. Following the discussion in Sec. III A, one can construct a Hamiltonian system associated with the evolutionary operator $e^{-i A_{j} \Delta t}$,

$$
\frac{d}{d t} \boldsymbol{w}(t)=i\left(-H_{1}^{j} \otimes P_{\mu}+H_{2}^{j} \otimes I\right) \boldsymbol{w}(t)
$$

where $\boldsymbol{w}$ encodes all the grid values of the variable $\boldsymbol{v}$ defined by (28) [note that $\boldsymbol{v}$ corresponds to the original system (44)]. In contrast to the change of variables in [26], the transformations here are the same in every time step. We therefore restore the time-marching Hamiltonian simulation for the new variables.

## V. SUMMARY

We provided technical details for a simple method for solving general linear PDEs using quantum simulation. The idea is to introduce a simple warped phase transformation that can translate the PDEs into a system of Schrödinger equations without employing more sophisticated methods. This enables quantum simulation to be applied to these PDEs (and also ODEs).

This approach was applied to several typical examples, including the heat, convection, Fokker-Planck, linear Boltzmann, and Black-Scholes equations. It can be extended to general linear partial differential equations including the Vlasov-Fokker-Planck equation and the Liouville representation equation for nonlinear ordinary differential equations. It has the potential to find a variety of applications in time-dependent or -independent boundary-value problems, artificial [23] and physical interface boundary conditions [22], and even linear algebra problems [24]. It is also naturally applicable in the continuous-variable framework [28].
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