UNIFORM-IN-TIME ERROR ESTIMATE OF THE RANDOM BATCH
METHOD FOR THE CUCKER-SMALE MODEL
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ABSTRACT. We present a uniform-in-time (and in particle numbers as well) error estimate
for the random batch method (RBM) [25] to the Cucker-Smale model. The uniform-in-time
error estimates of the RBM have been obtained for various interacting particle systems,
when corresponding flow generates a contraction semigroup. In this paper, we derive
a uniform-in-time error estimate for RBM-approximation to the Cucker-Smale model in
which the corresponding flow does not generate contractive semigroup. To derive uniform
error estimate, we use asymptotic flocking estimate of the RBM-approximated Cucker-
Smale model which yields the decay of relative velocities to zero, at least in the order of
exp(—Ct*~?), while velocities of the original system decay exponentially. Here, 8 € [0,1) is
the decay rate of the communication weight with respect to the distance between particles
in the Cucker-Smale model. We also provide several numerical simulations to confirm the
analytical results.

1. INTRODUCTION

Collective behaviors of self-propelled particles (agents) are ubiquitously found in nature,
for example, synchronous flashing of fireflies [5, 30] and pacemaker cells [33], swarming of
fish [37], flocking of birds [12, 23, 24, 32] and herding of sheep. We refer to [1, 2, 6, 7, 17, 20,
27, 34, 35, 36, 37, 39, 40] for survey articles and related literature. Recently, the modeling
of flocking dynamics has received lots of attention due to recent applications of driverless
cars, drones and robots.

In 2007, Cucker and Smale introduced a Newton type second-order model for the flocking
phenomena motivated by Vicsek’s model [38]. To fix the idea, we begin with the Cucker-
Smale (CS) model [12]. Let z; and v; be the position and velocity of the i-th CS particle,
respectively. Then, their temporal evolution is given by the following Cauchy problem:

dx; .
z :’U,“ t>07 Zzl’...,N,
ddt
V; K
(1.1) at = N1 Z 2/)(|55J - m¢|)(v]’ —v;),

JgF ‘
(2i(0),vi(0)) = (", vi"),
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where k is the nonnegative coupling strength and 9 : R>9 — R>¢ is the communication
weight measuring mutual interactions, which is assumed to satisfy positivity, boundedness,
Lipschitz continuity and monotonicity conditions: there exists a positive constant 1y > 0
such that

0<yY(r)<vu, Vr=>0, HwHLip<oo,
(V(r1) —9(r2))(r1 —1r2) <0, 71, r2 € Ry,

The emergent dynamics of (1.1) has been extensively studied in literature [11, 13, 19, 21,
23, 24] from various angles. Among others, we are mainly interested in the error estimate
of the “Random Batch Method (RBM) [25, 26]” for the CS model (1.1).

Note that each particle interacts with all other N — 1 particles, thus the computational
cost to solve (1.1) numerically follows O(N?) per time step. For large N >> 1, numerical
implementation of (1.1) needs a huge computational cost. This is why mean-field and
continuum approximations for a large particle system (1.1) are often employed in literature
for (1.1) with N > 1. However, in this work, we do not take any mean-field approximation
or continuum approximation to reduce the complexity of (1.1), instead we employ the
RBM for (1.1) at the particle level to reduce computational complexities, and we study its
associated error estimate under suitable setting.

The RBM is a fast algorithm to approximate time-evolution of a large interacting particle
system by decomposing the whole system into small, randomly decoupled subsystems for
each time step with a fixed size. It can be viewed as a generalization of the Nanbu algorithm
developed in [4] for the mean-field equation. We also refer to [6, 7] for the modeling and
simulation of a swarming group as a composition of subsystems which characterized via
a topological metric such as the nearest neighbor interactions. To reduce the complexity,
instead of computing all the interactions, the RBM approximates the given system by
randomly decoupled subsystems, which are batches consisting of (not more than) P(< N)
individuals. Each agent only interacts with agents in the same batch. Then, the number
of interactions at each time step reduces to O(NP). Of course, the choice of batches is
random and only used for a small duration of time, in order to average the random effect
in the time-evolution. Therefore, the RBM(-approximated) system for (1.1) becomes a
(randomly) switching networked system along time (see [14] for the CS flocking model).

The RBM has shown good performances in numerical simulations, starting from exam-
ples in [25]: nonlinear opinion dynamics, quantum dynamics [18] and Poisson-Boltzmann
equation [31]. Moreover, the consensus-based optimization method [9, 22] and the collective
behavior models [8, 29] show a quite accurate long-time behavior, where it turns out to be
effective to find stable equilibria.

(1.2)

Next, we begin with a brief discussion on the RBM-approximation for (1.1) following the
work [25]. Let 7 be the time step between every two random selections of batches, and we
decompose the infinite time domain [0, 00) as a union of disjoint finite-time intervals: for
Tm = (m — 1)7 where m =1,2,...,

oo
[0,00) = | [Tim—1,7m)-
m=1
At the m-th time interval [7,,—1,7,), we choose a partition of {1,2,..., N} randomly,

B={By",....,B"} of n= [%] batches with sizes at most P > 1, in the following way:
{1,...,N}=B1"UBU---UB", |B" =P i=1---,n—1, |B}| <P
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In each sub-time interval [7y,—1,Tm), We set [i],, € B to be the batch containing i. Finally,
the RBM-(approximated) system of (1.1) becomes a switching network system:

dzl
%:Uﬁv te[Tm—laTm),m:LQ?...’
(1.3) dv? K e R R R
| i = P12 e e o),

J€[ilm
(zR(0),vR(0)) = (1", vi"), i=1,...,N.
Note that the velocity equations experience the effect of the RBM directly, while the position
equations are the same as in (1.1).

From the RBM system (1.3), the following questions naturally arise:

e (Q1): Does the RBM system (1.3) exhibit flocking dynamics?
e (Q2): If then, how well does (1.3) approximate the full system (1.1)7

In this paper, we address these two questions. First, we present an improved flocking
estimate for the RBM-approximation (1.3). System (1.3) can be cast as a special case of the
CS model with randomly switching topology, whose emergent dynamics has been studied in
[13, 14] in continuous and discrete dynamical system settings. Thus, our presented flocking
estimates can be regarded as an improved flocking estimate over [14]. For the flocking
estimate, we assume that 1) is long-ranged:

(1.4) 1/4(r) = O(rP) as r — oo for some B € [0,1).
For example, we can take
1
Y(r) = A5 22 Bel0,1).

This function 1 satisfies conditions (1.2) and (1.4). With a long-ranged v, the CS model
(1.1) exhibits a global flocking independent of initial data (see Proposition 2.1). Under
the same assumption on 1, our first main result is the emergence of a global flocking (see
Theorem 3.1 for detailed description): there exist positive constants x and C such that

N
1
R R2 R
sup E(— |x;t — 27| ) <z and
0<t<oo N2 i]z_:l ? J 00

(1.5)

RS c(P—1
E(]V?”zjl vk — Uﬂ?) < Cexp [— (N—(l)(l—i—)T)t(l + ,5)—13]7

where C' depends only on 1, 3, k and the diameter of the initial data.

From the symmetry in the CS model, in both systems (1.1) and (1.3), velocities tend
to the common initial average velocity asymptotically (see Remark 2.1). Hence, we may
conclude that the error also follows the same estimation (see Corollary 3.1) from (1.5):

1 Y c(P-1) _
(1.6) IE(N ; lwk(t) — vi(t)\2> < Cexp <—(N_1)(1+T)t(1 +1) 5) .

The estimate (1.6) only uses the convergence to the same equilibrium, which is not related
to consistency between the systems (1.1) and (1.3).
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Our second result suggests provide a uniform-in-time error estimate that depends on the
batch size P and the size of time step 7 (see Theorem 3.2 for details): when 1) has a positive
lower bound )y,

(1.7) P(r) >y for r>0,
then we have
1 Y 1 1
(L Rip) _ ()2 < B 2
(1.8) (N;m () = w(®) ) =0T <P—1 N—1)+CT

+ C(1+ 7) exp(—Ktbot),

where (x;,v;) and (zF, vF) are solutions to (1.1) and (1.3), respectively, and the dependency

of the constant C' is the same as in (1.5).

Note that the positive lower bound assumption (1.7) is the case of § = 0 in the long-ranged
communication (1.4). However, the third time-decaying term in the right-hand side of (1.8)
is independent of P and N, which is better than the estimate given by (1.6). Moreover,
we expect that the arguments used to derive (1.8) could be extended to the models with
non-symmetric interactions (for example, [15, 16, 32]), in which the asymptotic velocity
limit can be affected by the choices of random batches.

In order to prove a uniform-in-time error estimate, one of the main assumptions of the
RBM-approximation in [25] is the contraction property of the original system. However, the
contraction property does not hold for the Cucker-Smale model. We overcome this difficulty
by using asymptotic flocking estimates of the system and its RBM system. By splitting the
interaction term into the self-contracting part and the time-decaying part, we obtain errors
of the RBM-approximation that is uniform-in-time, in addition to the uniformity in N.

The rest of this paper is organized as follows. In Section 2, we review the flocking
dynamics of the CS model (1.1)-(1.2) and basic lemmas of the RBM model (1.3). In Section
3, we briefly describe two main results, the flocking estimate of the RBM system (1.3) and
its uniform error estimate (1.8). In Section 4, we prove the asymptotic flocking estimate for
the RBM system (1.3) under the assumption of the long-ranged communication weight. In
Section 5, using the flocking estimate, we derive the uniform-in-time error estimate (1.8). In
Section 6, we provide several numerical simulations for the RBM system (1.3) to compare
it with the analytical results. Finally, Section 7 is devoted to a brief summary of our main
results and some remaining issues to be explored in a future work.

Notation: We set

zp=(x}, -, xd), vii=h ) eRY i=1,...,N,
X = (x1, - ,zN), V::(vl,-‘-,vN)E]RdN,
XP o= (2R, 2B, VEi= (- ol e R,

and norms for z € R? and X € R¥ as follows.

N 1
1.9)  |z| = (§ :WP)?, D(X) := max|a; — x| and D(V) = max foi —vj].
i=1 ’ ’
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We also use X" = (zi",...,2%) and V" = (v{",...,v%) to denote the initial data of
systems (1.1) and (1.3). For the simplicity of presentation, we use the following handy
notation:

N N N
E = E , E = E E s max = max , max := max .
- ‘ — : - i 1<i<N 4,J 1<i, <N
% i=1 ,J i=1 j=1
2. PRELIMINARIES

In this section, we briefly review exponential flocking estimates for the Cucker-Smale
model and study basic properties of the RBM system (1.3).

2.1. The Cucker-Smale model. First, we recall temporal evolution of velocity moments
for the Cucker-Smale model.

Lemma 2.1. [12, 24] Let (X, V) be a solution to system (1.1)~(1.2). Then, the first velocity
moment is conserved:

(2.1) dwuit)=>"w" t>0.

i i
Remark 2.1. From the conservation of the first velocity moment, if velocity alignment
occurs asymptotically, then particle’s velocity tends to the initial average velocity:

tliglovz(t) :’UC(O), Z:L 7N7

1 .
where v.(0) = N Z (O
J

Next, we recall the asymptotic flocking estimate of the CS model (1.1)—(1.2).

Lemma 2.2. [3] Let (X,V) be a solution to (1.1)—(1.2) with a zero-sum condition:

> wi(t)=0, t>0.

7

Then, the functionals defined in (1.9) satisfy a system of differential inequalities:

d
» gtwo' < DY),
%D(V) < —kp(D(X))D(V), a.e.,t>0.

Remark 2.2. If ¢ has a positive lower bound g, i.e.,
inf +(r) > ¢ >0,

0<r<oco
then the differential inequality (2.2), yields the exponential decay:
D(V) < D(VM)e "ot > 0.

In the following proposition, we present a result on the flocking dynamics of system
(1.1)—(1.2) which provides sufficient conditions leading to exponential flocking estimates.
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Proposition 2.1. [3] Suppose that coupling strength and initial data (X™, V™) satisfy

Y uit=0, DV™) < / U(s)ds,

and let (X,V) be a solution to (1.1)~(1.2). Then, there exists a positive constant xoo such
that

sup D(X) < zoo and D(V) < D(V)e @)t >
0<t<oo

Proof. The proof follows from the Lyapunov functional approach together with (2.2). De-

tailed arguments can be found in [3, 23]. O

2.2. The RBM-approximation. In this subsection, we study basic properties of the
RBM-approximate system (1.3) which is parallel to Lemma 2.1.

Lemma 2.3. Let (X%, VE) be a solution to (1.2)~(1.3). Then, for any k € {1,--- ,N} and
t € [Tm—1,Tm], the total sum of velocities is conserved in each batch:

Yol = o (o).

i€lk]m i€[klm
Proof. We use (1.2) and take a sum (1.3), over i € [k}, to get
d R__NK R _ R\\(,R _ Ry _ k R _ Ry, R _ R
o Z Uil = Z (s — 2 ) (v — v )__P—l Z Y(lzj — x]) (vt = v*)

i€k]m 1,5€K]m i, €[k]m
= 0.

Now we integrate the above relation from 7,,_1 to t to get the desired estimate. (|

Remark 2.3. The results of Lemma 2.3 yield the conservation of the first velocity moment
as in Lemma 2.1 from the induction on m:

(2.3) Z%R(t) = va", t>0.

It follows from the same arguments as in Lemma 2.2 that we can obtain estimations on
the spatial and velocity diameters.

Lemma 2.4. Let (X% VE) be a solution of the RBM model (1.2)~(1.3) with initial data
satisfying the following relations:

D win=0, DX +DV™") <.

Then, one has
DVE®) <DWV™), DXE®R) <DX™) +DV™ME, Vi>0.

Proof. (i) For the first assertion, we claim that the relative velocities are non-increasing in
time. Let t € [Tjp—1,7m) be given. Then, we choose time-dependent indices k£ and [ such
that
R R R R R
[0 (8) = 0" (1)| = max [v;* () — v3" ()] = D(V(1))-

’
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Then, for such k and [, we have

S ) — o ()P = 20f(0) — o' (1) - &l () ')

2
(2.4) = pfl > i —af)of — o) - (vff = o)
. J€klm
2
B Pljl Z Yl — )W = off) - (vff = off).

J€llm
In order to show that the right-hand side of (2.4) is not positive, we use the maximality of
[vft(t) — ()] at time ¢. Since
R R R R .
WE(E) = of (1)) = o) — o @), G=1,...,N,
we have

(0 () = o (1) - (0 (1) = v (1) = =((of =) = (v = vf) - (0 = vfY)
< [oft = 'R+ o = ool — ot S0, j= 1.,
Similarly, we have

(0f(t) = of (1) - (il (1) = v{*(8)) 20, j=1,...,N.

Hence, |[v¥(t) — v{*(t)|? is non-increasing in time.

(ii) By definition of D(X*(t)), D(V(t)) and the first assertion (i), one has
d
%D(XR(t)) < D(VE#)) < DVE0)), ae t>0.

This yields the second assertion on D(X ). O

3. DESCRIPTION OF THE MAIN RESULTS

In this section, we briefly present two main results of this paper whose proofs will be
presented in the next two sections.

3.1. Flocking dynamics of the RBM-CS model. In this subsection, we provide an
asymptotic flocking dynamics of RBM-CS model with a long-ranged communications. First,
we present the concepts of asymptotic flocking and stochastic flocking for the full system
(1.1) and the RBM system (1.3), respectively.

Definition 3.1. (1) Let Z := (X, V) be a solution to (1.1). Then Z exhibits asymptotic
flocking if the following relations hold.

sup |zi(t) — xj(t)] < oo, lim |v;(t) —v;(t)| =0, 1<4,5 <N.
0<t<oo t—o0

(2) Let ZF .= (XE, V) be a solution to (1.3). Then ZT exhibits asymptotic stochastic
flocking if the following estimates hold.

sup E(|zi(t) = 0;()2) < o0, lim E(Jui(t) — vy ()2) =0, 1<i,j < N.
0<t<oo t=o0

Our first result deals with the emergence of flocking dynamics to the RBM system (1.3).
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Theorem 3.1. (Stochastic flocking dynamics) Suppose the communication weight function
1 satisfies
(3.1) 1/¢p(r) = O0@FP) as r — oo,

for some B € [0,1), and let (X VE) be a solution to (1.2)~(1.3). Then, there exists a
positive constant v¥ = z2 (k, P, N, 1,9, 8, D(X™), D(V™)) such that

(1) supE(NQch R(t)] ) <zl

t>0

(NQZW !><CeXp< (JVC—(];)(_llJr)T)t(lH)ﬂ>’

for some constant C depending on ¥, , 3, D(X™) and D(V").
Proof. We leave its proof to Section 4. O

Since we also have the flocking estimates for the CS model (Proposition 2.1) and every
velocities from both systems (1.1) and (1.3) converge to the same mean velocity, the uniform
boundedness of errors can be derived directly as follows. This argument was previously used
for the uniform-in-time mean-field limit presented in [3].

Corollary 3.1. (Boundedness of errors) Under the same assumptions in Theorem 3.1, let
(X,V) and (X®,VE) be the solutions to (1.1)~(1.2) and (1.2)(1.3), respectively. Then,
there exists a positive constant £% = iR (k, P, N, 7,9, 3, D(X™), D(V™)) such that

(1) supE(szL’/C —xi(t ’)<joRo

( Z‘v ) — vi(t)] ) < Cexp <_(]\T(;'—(113)(_11—i—)7)t(1 —|—t)_5> :

for some positive constant C depending on v, k, 3, D(X™) and D(V™).

Proof. Without loss of generality, we may assume that the initial mean velocity is zero so
that the mean velocities of both (X, V) and (X%, V) are zero. The proof begins with the

triangle inequality:
1 2
= S IR =l < = SR + Juif?).
i i
, we use the zero mean velocity to get
2 1 1
N = D P D P = NZZ‘UR‘2+‘UR‘ NQZ’“ — v
i i J ,J
Hence, it follows from the flocking estimate Theorem 3.1 that
2 C(P-1)
B(2 ) < Cop (- CED 14 y9).
N;m' =P (N—l)(1+7)( +)
Similarly, since the flocking estimate Proposition 2.1 holds for v;, we have

E(% Z |v¢]2> = E(% Z lv; — Uj]2> < Cexp (—krY(oo)t) .

27]

For viR
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Therefore, we conclude
1 c(P-1)
E(—E R—-2)<C 1+ t)7P),
N Z it —ul’) = Cexp | g =g o+

for some constant C' depending on v, k, 3, D(X™) and D(V™).
The first assertion can be derived from the following differential inequality:

jt(E\/fVZ 2f —af?) < E\/jlv Do lut il < \/E(lez [off — vil?).

0

Remark 3.1. From the boundedness of velocities in Lemmas 2.2 and 2.4, we can de-
rive that the velocity differences are bounded and the position error grows at most linearly.
Corollary 3.1 says that the expectation of the velocity error indeed decays (at least) like
(’)(exp(—Ctlfﬁ)), and hence, the expectation of the position error is uniformly bounded.

3.2. Uniform-in-time error estimate of the RBM. In this subsection, we state our
second main result on the uniform error estimate resulting from the RBM system (1.3):

dzB
CZZ =of, te€[mm1,Tm), m=1,2,---,
Dl B (e - e o)
it P-1 & A
J€lilm
to the CS model (1.1):
dx; .
L :’Ulj t>O’ Z:1,...7N,
ddt
V; K
Wi o S il — i) (o — ).

jii
For the error estimate in [25], a crucial ingredient is the contraction property: for solutions
(X, V)= (z1,...,zN,v1,...,0n) and (X,V) = (Z1,...,ZN,01,...,0n) to the original full
system (1.1) generated from different initial data (X, V) and (X, V"), we want

d - -
(3.2) 7 Sl —wP < =CY o —wil?, t>0,

for some constant C' > 0. From this analysis, the errors resulting from the random effect
decay over time, which helps to deduce a uniform error estimate.

However, the Cucker-Smale model does not satisfy the contracting property (3.2). Since
the communication weight ¢ is a function on the relative position, a small difference on
velocities may nullify the constant C. Hence, the approach in [25] cannot be applied to the
CS model to derive a uniform error analysis as it is.

Thus, we instead use the flocking estimates of the Cucker-Smale model to derive a
uniform-in-time error estimate. Under suitable conditions on the communication weight, a
collective behavior emerges from Lemma 2.2 and Remark 2.2:

sup D(X(t)) <oo and D(V(t)) < D(Vn)e "ot ¢>0.
0<t<oo
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Using this flocking estimate, we can decompose the dynamics of the velocity equations into
two parts, a contracting part and an exponentially decaying term (see Lemma 5.1). This is
the key ingredient proving the uniform-in-time properties.

Theorem 3.2. (Uniform error estimate) Suppose that the communication weight v has a
positive lower bound,

Y(r) =t >0, Vr=>0,
and let (X,V) and (X®,VE) be the solutions to (1.1)~(1.2) and (1.2)—(1.3), respectively.
Then, we have

53 B S0~ ul)P) <O (g = 5o ) + 07+ 00+ r)exp(rnun),

where C is a constant depending on v, r, D(X™) and D(V™).
Proof. We leave its proof to Section 5. g

Remark 3.2. Below, we provide several comments on the result of Theorem 3.2.

(1) The assumption of Theorem 8.2 corresponds to the case of B =0 in Corollary 3.1.
Note that the decay rate in Corollary 3.1 depends on P and N unlike (3.3).

(2) Using the triangle inequality as in Corollary 3.1, Theorem 3.2 also deduces a flocking
estimate on the RBM system (1.3):

B2 S0 ~ o) £ Cr (g 5oy ) + O+ OO+ 1) exp( i)
%)

~1 N-1

(3) For first-order interacting particle systems, uniform error estimates have been stud-
ied in [28, 25, 26].
(4) In Appendiz A of [25], the authors considered a Hamiltonian system and its RBM

approximation:
dl’i dvi . 1
E—’Uh E_F(xz)—i_ﬁ AF(IEZ_SU])a t>0
R R 132#%

dx; v

dtl =f, Tz = F(z") + 1 Ez[]: D@ —2f), t€ (Tm Tms1),
JEUm

(2:(0),v:(0)) = (x7(0),v{1(0)) = (=", v}"),

where F and T are C'-force fields that are bounded Lipschitz continuous:
[Fl[zee + IV F e <00, [[Tl[zee + T 1 < 00,

and the initial data (a:i”, v;”) are independently sampled from a common distribution.

Then, the authors derived a finite-time error estimate: for T € (0,00),

osist \/E{;fz (1280 = w0 + o0 - w)?) } < O 5

)

Note that the upper bound in the R.H.S. of (4) depends on time T'. In Theorem 3.2,
asymptotic flocking estimates of the RBM-approximation results in a uniform error
analysis which is independent of T.
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4. FLOCKING DYNAMICS OF THE RBM SYSTEM

In this section, we prove the flocking estimate stated in Theorem 3.1. For this, we study
spatial and velocity diameters for the given configuration {(z, v/

;Y vit)} as in Proposition 2.1:
D(X"(t)) := max|z]}(t) — «]i(t)] and D(VE(t)) := max [vf(t) — vi(1)].
1,] 2Y)
We split the derivation of the stochastic flocking estimate into two steps:

e Step A (Emergence of velocity alignment): the diameters of positions and velocities
are estimated in Lemma 2.4:

D(XR() < D(X™), D(XR(@) < DX™) +DVI")E, >0
Using these rough estimates, we derive

d Py(D(X™ D(Vin
(1 Z |vR—ij\2)§—2H Y(D(X™) +D( )t)i2 Z o — oh ]2

dt\p? i P—1 . j
7*7.76[k]m Z,]G[k]m
and 41
i€lk]m,j€[Ulm,
k#l

We can not take expectation directly to estimate random permutation, but we may
use the values at 7,,_1 due to the following relationship,

B Y W)~ ofrm)P) = B3 1) o 1))
2

1<4,j<N,
[dm#[5]m
and
P-1
R R 2\ _ R R 2
E( 3 o) = of ) = 5= B( X 0l () = v () P)
1§27.]SN7 b

[im=[jlm
Combining above relations and by induction on m, we get

E( S f() - o0 < E (52 > I (0) —wfO)P)

2k P 1 t , .
xexp | — DX"™)+DV"™)s)ds |, t>0.
p< N_lHﬂzwlM/ow (X™) + D(V™)s) )

Since 1/¢(r) = (’)(rﬂ) as r — oo, for sufficiently large t > 0, we have
t
/ P(D(X™) + D(V™)s)ds > CH(1 + )5,
0

where C is a positive constant depending only on 1, x, D(X) and D(V*"). Hence,
we obtain velocity alignment estimate:

c(P-1)

. — e ) (148) 8
E(ﬁ Z [ (t) ”yl'%(t)P) < (e -1+ 1+)77
Z’J
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e Step B (Emergence of spatial cohesion): By using (1.3), one has

dt NQZ\R —a; )2 < Z|v (t)]?, ae. t>0.

This also implies

E(, [~z CR 2 (1))
( N2 Z 7' ( / \/ N2 Z [vf(s) — vf(s)|2)ds.

We use velocity alignrnent estimate to find

/0\/ NzDv R(s)|? )ds<c<<(Pl>_<11)+T>):3

Finally, we combine the above two estimates to get desired spatial cohesion.

These two steps will be elaborated in the following two subsections.

4.1. Velocity alignment. In next lemma, we provide an elementary estimate to be used
to simplify the decay rate of the relative velocities.

Lemma 4.1. Let 0 <a <1, b> 0 be given. Then,

1 —
(4.1) a+ (1 —a)e”™ <exp <—1+2x> ,  forxzel0,b].
Proof. Note that the inequality (4.1) is equivalent to
(4.2) lo (a+(1—a)67‘”> <—1_aa;
‘ & - 140

Note that the left-hand side of (4.2) is convex from its nonnegative second derivative. Then,
one can bound it with a linear function:

log <a + (1 - a)e*‘r)

< log(a+ (1 —a)e™)|— — log(a + (1 — a)et)\t:()x +log(a+ (1 —a)e)

(4.3) b—0 t=0

_ log(a + (1 —a)e™)
b

Next, we use elementary inequalities

x for x€]0,0].

logz < (x—1) and e *<1/(1+x)

to see

—e —a
(4.4) %log(a—i— (1—a)e™®) < %((a—i— (1—a)e®)—1)=—(1— a)(l 5 ) < —1 e

Finally, we combine (4.3) and (4.4) to get the desired estimate (4.2). O
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Now we are ready to prove the first part of Theorem 3.1 on the emergence of velocity
alignment.

Proof of the first part: Let (X%, V) be a solution of the RBM model (1.2)—(1.3). For
a fixed m € {1,2,---}, let t € (T;p—1, ), and suppose that 1 is long-ranged so that

/() =00P) as r—o00, 0<B<1.

Then, we claim:

d/1

(5 o —ofmP) <o,
ihj

: — G y(141) =8
E(ﬁ Z |Uﬁ(t) - UJR(t)P) < Ce” W=D+ (1+¢) 7
1/7‘7

where C is a positive constant depending on 1, x, 8, D(X*) and D(V™).

(4.5)

o (Derivation of the first estimate in (4.5)): By Lemma 2.4, one has
d R
% Z v, = 0.
1E€[k]m
Then, for any two batches [k],, and [I],,, we have

Gl = Tl o?) = (T e X ).

Ze[k]m ]E[l]m ZE[k]m ZE[Z]m

From the dynamics of the RBM model, one has

(4.6) Pdt( Z o) = - Z v(laf = aflof vl <o.

7]6

Hence, we get

(47) (X ) <0

i€lklm JE[lm

Similar to (4.6) and (4.7), for any batch [k],,, we have

(ke 3 v

i,5E[k]m
_ 2d R2 _ 2K R R|2
i€[k]m we[k]m

2k (D(X™) + D(Vin)t
< Y( (P(P)jl)( )t) Z |vf°—vf\2§0,

1,5 E[k]m

where we used Lemma 2.4 in the last inequality. Therefore, we combine (4.7) and (4.8) to

conclude
dt(N2 Z [0:'( ’2) = 0.
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o (Derivation of the second estimate in (4.5)): Next, we consider the decay rate in expec-

tation. Note that we can estimate the decay in (4.8), when two particles are in the same
batch. For any t € [T;,—1, Tin|, we have

o) — o)
< Y RRO-FOR+ Y RO -ofoF

1<i,j<N, 1<4,j<N,
[i]lm#[5]m [i]m=[j]m
< > frne) — v ()P
1<i,j<N,
[i]m#[5]m
2kP
+ Z R (Tm-1) JR(Tm1)|2€Xp< / Y(D(X™) + D(V™)s)ds >
1<4,5<N,
[i]m=[jlm

where we used Gronwall’s lemma only for the second term containing ([i],, = [j]m)-

From this rough bound estimate, we take expectation on both sides. Note that the event
whether ¢ and j are in the same batch ([é],, = [j]m) or not ([¢]m # [j]m) is independent of
the random variables v*(7,,-1), i =1,...,N.

Since the choice of batches are random with the uniform distribution, the probability of
the event ([i]y, = [j]m) is (P —1)/(N —1). This shows that, for any ¢ € [7,,—1, 1], we have

B(qz L bE@ - R OF) <E(3z Y 1fn-0) - o))

1<ij<N

N-P P-1 2kP [t . 4
X (N—l + NP <—P’i_1/Tm_lw(D(Xln)—i—D(VZ")s)ds)).

Next, we use Lemma 4.1 to simplify the decay rate. We set

QHP N—P . 2PTdy
N_1 M PT T

T =

/ B(D(X™) + D(Vin)s)ds, a =

Then, one has

E(qz L 0E@ - R OF) <E(3z Y o) - ofm1)P)

1<ij<N

2k P 1 t . ,
xexp [ — D(X"™) +D(V"™)s)ds | .
p( N, PP )

By induction on m, we get

E(32 S 1f) - of ) < E(32 PICRORPACTY

2kP 1 t , :
- D(Xx™ D(V*™)s)d t .
X exp ( N—-11+ 21;72,1111»1 /O ¥(D( ) +D(V*™)s) 5) ) >0
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Here, the coefficient in the exponential function can be estimated as

2kP 1 cP-1)

N—11+2P“/’M - (N-1)(1+17)

for some constant C' which depends on v and &, but independent of 7, P and N.
Since 1 is bounded, non-increasing and 1/1(r) = O(r?) as r — oo, we have
/thp(D(Xm) + D(V™)s)ds > th(D(X™) + D(V™)t) > Ct(1 +t)~°
where C' is a positive constant which only depends on v, D(X™) and D(V"). Hence, we

get

1 SO yq44)-8
(4.9) E WZ’”ZR“) — o)) | < e Dm0

for C' depending only on 1, x, D(X") and D(V").

Remark 4.1. The technical difficulty of estimating the decay of the relative velocities comes
from the dependency between the batch [i]m and the approzimated state vE(t) for t > 7p_1.
If they were independent, from (4.8), we can easily get

d_/1 2% PY(D(X™) + D(Vint
th(N?%:’vﬁ_vﬁ'z)S_ﬂ i (P—)l ( <N2Z|U —vf )

which will deduce the conclusion of Theorem 3.1 without dependency on P, N or T.

4.2. Uniform spatial cohesion. In this subsection, we study the uniform boundedness
of the relative positions which is the second part of Theorem 3.1.

Proof of the second part: We claim that there exists a positive constant zf depending
on ¢, k, 7, B, P, N, D(X") and D(X"") such that

1 R_ _Rp2 R
sup E(WZMZ —zj ) < X
/l‘?j

0<t<o0

From the Cauchy-Schwarz inequality,

i3 @) - +f0F) = = >t () = 20,0 - )
e Ao R o

dt N2 Z ¥ )P < el Z lvf( ()%, ae. t>0.

so that
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Hence, the derivative of the position norm is bounded by the velocity norm. Then, if we
integrate both sides with respect to time and take an expectation, we can get

i ( ;Z [o(6) ~ 2R(0)2) ~ ]\;%\xﬁm) 2 R(0))
< [g( jg%jrvﬁ(s) Ry < [ \/E(;Q%jwﬁ(s) — o(s)2)ds.

Now we use the decay of relative velocities (4.9) to get

/Ot\/ N2Z|v B(s)2 ) ds

<C/ e 7 gy < (P - 1) (N - 1)1+ 7)) T / et
0

<O((P-1)"Y(N =1)(147)7,

for a constant C' > 0 depending on v, x, 8, D(X™) and D(V**). This implies the bound-
edness of the position norm,

sup E ];Z\xﬁ@)—xf(mz)

t>0

1
N Z\w RO +C((P = DTN = 1)(1+7) 77
1
<DX™) +C((P-1)"YN-1)(1+7))=?
This completes the second part of Theorem 3.1.

5. UNIFORM-IN-TIME ERROR ESTIMATE

In this section, we derive a uniform error estimate (Theorem 3.2) for the RBM model
(1.3). The proof is based on the idea in [25], which considers stochastic first-order models.
In the case of the second-order model without noise, we need to use the flocking estimate
of the RBM solution described in Theorem 3.1.

Consider the CS model:

5.1 %:U“ t>NOv i=1,N,
" 3:2N61§¥M@—mmw—m
and its corresponding RBM model:
djf-vﬁ t€Tmot1,Tm), m=12---, i=1,--- N,
(5.2) duR .

d; =P 1 Z w(\mf—xf\)(vf—vﬁ).
J€[i]m
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For the proof of Theorem 3.2, we need to measure the distance between the solution
Z = (X,V) and its RBM-approximation Z% = (X V). For this, we set

wi =vf —v;, i=1,--- N.

1
Our goal is to construct a differential inequality for (N Z |wi]2). From the dynamics
i

(5.1) and (5.2), for t € [Ty—1, Tim) With m > 1, w; satisfies

(5.3) i

R
7 - P_1 D(vft

g = xi]) (v — vi).

JE[im JigFi

Note that it has two different summations on j, one is in [i],, and the other is for all j # i.
Following [25], we may decompose these summations into two parts. One is for the full
summation and the other is on the RBM-approximated trajectories:

() o RS e — 0 el (la; — wi ey — v0)] + (27,
JijFi

where X.,.i(Z1) is the remaining term:
(5.5)

Xm.i(Z1) 7Z¢|x —zft ( — —7Z¢|x — ( —of).

Je[l]nL J ]#7'

By multiplying 2w; to both sides and averaging over i, we have

d |1
i [NZ‘““’QI
66 = v om 2 2 [Vl el DF — o) (e — i) — )] - 0F ~v)

i JiyF
K
+ N ;wi : Xm,i(ZR)'
Then, we take an expectation on (5.6) to get
d 1 9 2K 2K

(-7 iy X wl) = s+ R

(2 1
where the functionals S(t) and R;(t) are defined as follows:

(5.8)

S = 5 | 2 2 [l — 2B - of) = vla; — ail) oy - vi)] - 0F —v) |

iogiiFi
Ri(t) :=E [w; - Xm,i(ZR)] :
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Note that, if ¢ is a constant function ¥(-) = 1pp > 0, then we have

5(t) = ——E | 3" [$(12® — 2B (R — o) — (Ja; — w:l) (05 — v3)] - i

N-—-1 ”
(5.9) !
N
- 7N¢_0 -E Z [wj —w] -w; | = wo (Z |w1|2>
2y

from the conservation of the first velocity moment in Lemma 2.1 and Lemma 2.3. This
represents the contracting property on w;, which induces

(i) 25 () e

Therefore, if we can bound |R;(t)|, we may get the same error estimate as in [25] for
velocities.

In the following subsection, we present an estimate for S with nonconstant 1.

5.1. Estimates on the functional S. In this subsection, we study the estimate for the
functional S. The analysis on the RBM in [25] suggests that, in order to prove the uniform
error estimates, the contraction property (as in (5.9)) is required. We do not have this
property when v depends on the relative positions. To overcome this difficulty, we need the
flocking estimate, Lemma 2.2 and Remark 2.2.

Lemma 5.1. Suppose that the communication weight function 1 has a positive lower bound,
Y(r) = v, Vr=>0,

and let (X, V) and (X, VE) be solutions to (5.1) and (5.2), respectively. Then, the func-
tional S(t) from (5.8) satisfies

8(t) < —voB( X il ) + OVNe "B, /(3 wil?).

for some constant C' depending on 1p; and D(V).

Proof. We split the 1 term into two pieces to get

1

§(t) = 7B X [wllaf — 2l f — of) = (la; = ail) (v = vi)] - (of =)

—EK o — 2B (B = ol — (v; — ) - (vF — v
510 (%wm ED(@f = of) = (v = ) - (0f = 01))
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e (Estimate of Z;): We interchange 7 and j and use the symmetry property of 1 to get

I, - Nl_lla(zzm:f:f — 2B (@F = o) = (o)~ v)0f — w0))
—E(me —af)(f = v) = @F = w))(eF — )
- (wa = afIw)! — ) = (of — 0)P?)
< —Q(N_UE(% (F =) = (o = )
E(izjwf—wﬁ)
-~ (i\ wil?) < ~woB( 3 jui?).

i

(5.11)

o (Estimate of Zy): We use the flocking estimate in Remark 2.2:
|Uj(t) - vl(t” < D(vln) eXP(—’ﬂZJOt), 7’3] = 17 27 s ’N7

to get
I = (Z Z P(lzf — 2f']) — vz — 24])) (v; — v7)] -wi)
i JigFi
(5.12) < Yum E(Z 2_|vjvi||wi|)

C’e—’wotE(Z |wz|> < CV/Ne ot E(Z |w¢!2).
n (5.10), we combine estimates (5.11) and (5.12) to find
S(t) < —z/JOE(Z \wi\g) + OV Ne ot E(Z \%"2),

for some positive constant C' depending on D(V"). O

5.2. Estimates for R;. In this subsection, we derive estimates for R;:
Rl(t) = E [wi . Xmﬂ'(ZR)] .
First, we recall the stochastic process Xy,.i(Z%) defined in (5.5):
1
sz(ZR o1 Z |CU —37 (UJR—UZ‘R)—mZw(m?—HTﬁD@f—”z‘R)-
je[z]m Jij#i

Lemma 5.2. Xi(Z%(7im-1)) satisfies the following stochastic estimates: there ezists a
positive constant C' depending only on ¥y and D(V'™) such that
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1 1
Bl (2] = 0. Varlns(Z5 ] < € (527 - 3727 )
Proof. The proof follows from the same arguments in (Lemma 3.1 [25]), which says that the
expectation is zero due to the independence between the randomness of the batches [i],,
and the variable Zf(7,,_1) = (X®(7_1), VE(Tim_1)). Moreover, one has

1 1
1 mi(Z8(Tm_1))] = - A;
(5.13) Vel (2] = (527 - =1
Here, A; is given by
2
1
M2 = s S|l — el —of) — s 3 wlaft )l — o)
J J7i k:k#£i
Now, it only remains to bound ||A;||~. Following Lemma 2.4, we get
[W(af — 2 ) (0f —of)| < e D(V™).
Therefore, we have
N-—-1 » ,
(5.14) IAilloo < S (20 D(VI™)? < 8y DV,
Finally, we combine (5.13) and (5.14) to get the desired estimate. O

Lemma 5.3. Let Z = (X, V) and Z% = (XE, V) be solutions to (5.1) and (5.2), respec-
tively. Then, for any i, m > 1 and t € [Ty—1,Tm), we have

Xom,i (Z7(t)) = Xm,i (2" (Tm—1))| < O,
where T = Ty, — Tm—1 and C' is a positive constant depending on 1, D(X™) and D(V™).
Proof. Note that the difference of x,,i(-) can be rearranged as follows:

Xm,i(Z7(t)) = Xim, z‘(ZR(Tm 1)

=[50 X vl - 2ok o)
JE[ilm
o S U ) — )R ) — 0 )]
J€[i]m
- [ﬁ > () — 2 (1) (i () — vf'(1)
Jii#i
A S ) — 2 )0 ) o).
JJ#@

Note that each term represents a difference of some quantity between ¢ and 7,,_1. By the
Lipschitz continuity of ¢ and Lemma 2.4, this is bounded by C'7. Here, the constant C
depends on the interaction kernel ¢, D(X*") and D(V™). O

Lemma 5.4. Let Z = (X,V) and Z® = (X V) be two solutions to system (5.1) and
(5.2), respectively. Then, fort € [Tm_1,7Tm), W = VE -V satisfies the following assertions:
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(1) For any m > 0 and i, there exists a positive constant C depending on v, k, D(X)
and D(V*™) such that

(5.15) |w;(t) — wi(Tm-1)| < CT.
(2) For any m > 0 and i, we have

E[(wi(t) — wi(Tm-1)) - Xmi(Z"(Tm-1))]

(5.16) Cr 4 ) 2 _ 1 _ 1
Py 3 (o) + 07"+ Cramiontten +r (515 - 515,
j ZTVL

where x is the constant defined in Proposition 2.1 and C' is a constant depending
on ¢, k, D(X™) and D(V'™).

Proof. (i) The first estimate (5.15) follows from Lemma 2.2 and Lemma 2.4 that

<C

dwi
dt

for some constant C' depending only on 1, , D(X™) and D(V").

(ii) For the second one (5.16), we start from the relation
(5.17)
R tod R
M@MQ—UM%%DXXWKZ(%%HHZEL/ 23 Li(8)ds - Xmi(Z7(Tm-1))
Tm—1
Now we estimate the derivative of w; more precisely. First, from the first assertion, we have
(5.18) \w,(t)\ - \wi(rm_l)\ < Cr.

On the other hand, as in (5.4), we can rearrange (5.3) with the summation on [i],:

dw;
510 =5 > [Wlaf =D —vf) = v(la; - 2il) (0 = 0)] + Kxma(2)
: J€lilm

=: T3 + Kxm,i(2).
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o (Estimate of Z3): We use the conservation of the first moment (Lemma 2.3) to find

Tl = 55| 3 [ - a2 — o) — w(la; — i), — v0)]

JE[]m

< Pil > dlzf — ) [(vf = of) = (v — v)]

J€lilm
5.20 .
(5.20) 5| 2 [laf = 2ff) —w(lz; — i)] (v — v)
J€lilm
KM R _ R Kar
< 2 1@ ol — oy )|+ 5 ey
JE[H]m i€lilm
C
Sp 1 % (lwj| + wi]) + C exp(—rih(x00)t).
JE€[Ym

Then, we use (5.18) and (5.20) to obtain

(|55 30 [l — 2B)F —of) - g(lz; - zil)(o; - 0] |)

JElilm

IE<P€1JEZM: (lwj (Tim—1)] + \wi(Tm—l)D) + Cexp(—r(zo0)t) + CT
< L_l > (Ele(Tm—1)| +E’wi(7m‘1)‘) + Cop(=mplaea)i) + CT,

J:gF#i

E(|Zs])

IN

where we used the independence between |w;(7,—1)| and [i],,. By using the first assertion
again, we get

Gon) BT < ot 3 (Bluy(0)] + Bluwi(t)]) + Cexp(—rii(zac)t) + O
it

for a constant C' depending on 1, k, D(X™) and D(V™").
Now it remains to apply (5.19) and (5.21) to (5.17). First, from (5.19), we have
El(wi(t) = wi(tm-1)) - Xomi (2" (Tim-1))]

- ) /Tm_1 %wi(s)ds . xm,z'(ZR(Tm—l))]

E

/ (Zs(s) + rxm,i(Z"7(s)))ds - Xm,z'(ZR(Tm—l))]

E(/Tt Ig(S)dSXm,i(ZR(Tmfﬂ)) +/@E(/Tt ij(ZR(S))'Xm,i(ZR(Tmfl))ds).
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Next, we use (5.21) and the boundedness of | X i(Z(Tm-1))| to bound the first term, and
we can apply Lemma 5.2 to the second term as follows:

E[(wi(t) — wi(Tm—1)) - Xm,i(Z%(Tm-1))]

< 3 (0] i 0) €7+ Cresp( -z
YBE=

+/rt ’i\/E|Xm’i(Z(S))’2\/E|Xm,i(ZR(Tm_1))|2dg

Cr
<
SNC

‘ A 9 - 1 _ 1
1 j;i(E]wZ] + E|w;|) + C7* 4+ C1 exp(—k9(zs0)t) + CT <P — V= 1) .

In the last inequality, we used the boundedness of Var[x,, ;(Z(s))] from the corresponding
arguments of Lemma 5.2.
O

5.3. Proof of Theorem 3.2. Now, we are ready to provide the proof of Theorem 3.2. It
follows from (5.7) that

(5.22) ( Z\wzy) —S+—ZR

By Lemma 5.1, one has
(5.23) S(t) < ~voB( Y |wil?) + CVNe™E (3 Jwif?),
where C' depends on D(V™).

Next, we estimate R;(¢). In order to use Lemma 5.2, we split the terms into the differences
as follows:

Ri(t) = Elwi(t) - xmi(Z%(1))]
= E[(wi(t) — wi(tm-1)) - Xmi(Z"(Tn-1)))] + E[wi(Tm—1) - Xm,i(Z"(Tim-1))]

+ E[w;(t) - (Xm, %(ZR(t)) Xm, I<ZR(7—m—1))]
=7y + 15 + Is.

(5.24)

o (Estimate of Z;): By Lemma 5.4, one has

Cr
N —

Iy < Z (E|lw;| + Elw;|) + C7? + OT exp(—ktp(v00)t) + CT (1 _ 1) ‘

vy P—-1 N-1
JJ#Z

e (Estimate of Z5): Since the time is fixed at 7,,—1, we use Lemma 5.2 to get
Ts = E[wi(in-1) - Xm,i(Z"(Tm-1))]
= E [w;i(Tm-1) - ElXm.i(Z%(Tm-1)) | (0i(Tm—1) is given)]] = 0.
e (Estimate of Zg): The term is bounded by the growth condition, Lemma 5.3:
Zs = Ellwi()[1xmi(Z7(#)) = Xm,i(Z(1n-1))|] < CE|w;(t)|7.
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In (5.24), we combine all the estimates for Zy, Z5 and Zg to get

1 1 1
i(t) < E|w; _— E|lw; —
(5.25) Rilt) < O |ijN—l%% w]|+<P—1 N—1>

+ 072 + CTexp(—r (200 )t).
In (5.22), we combine (5.23) and (5.25) and the Cauchy-Schwarz inequality to get

d 1 2K 2K
pri (N Z \wz"2> = FS(t) TN Zi:Ri(t)

7

< —CE (]1721: ‘wi’2> +Cy|E (‘ile: \wi’2> <T+ ef"“/’ot>

1 1 2 —Kot
+CT<P_1 N_l)—i-C'/W + Cre .

From Young’s inequality, we may split the second term into the contracting term and the
remaining terms,

(i) x5 e

1 1
—i—C7'<P_1—N_1>—FC’TQ—FC'Te’“Z’Olt

1 2 1 1 2 —KYot
< — — . — Kot
CE (N % |w;| ) +Cr (P TN 1) +Cm*+C(1+171)e

Finally, we use Gronwall’s Lemma (Lemma A.1 in [10]) to conclude Theorem 3.2:

1 1 1 _
NEZWQ =T <P— 1 N-— 1> HOm+ O e
7

for some constant C' depending on 1, x, D(X™) and D(V™).

6. NUMERICAL SIMULATIONS

In this section, we present numerical simulations on the RBM-approximated trajectories
to compare with the original CS trajectories. The £2-errors are our main interest from the
error estimate in Theorem 3.2, where the expectation of the £?-error is proved to be bounded
uniformly in time:

61) By 0 - u0P) < 07 (g = g ) + Cr + Comp ().

In order to integrate the RBM system, we used the forward Euler method for a fast com-
putation. Numerical simulations in this section are computed with the following parameters
unless stated otherwise:

d=2, 7=01, k=1, P=2 N=64 and B=1/2.
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F1cuRE 1. The trajectories for ¢ € [0,10] in the Cucker-Smale model from
random initial data. The squared marks represent the initial data and the
big dots denote the final data at t = 10.

The initial datum is drawn randomly from a Gaussian distribution and used for the whole
simulations. For the communication weight, we use

1

Y T

Although a positive lower bound assumption on ¥ was assumed in Theorem 3.2, numerical
simulations in this section show similar results to (6.1) since the relative positions in RBM-
approximated trajectories are not growing fast.

6.1. Dependence of error on the batch size P. We first deal with numerical simulations
for the dependence on P. For simplicity, we set the time step of the Euler method to be the
same as the size of time step for random choice of batches, 7 = 0.1. Here we use various
batch sizes, P = 2,4, 8,16, 32.

Figures 1 and 2 show the trajectories of the CS model (1.1) and its RBM-approximation
(1.3) for t € [0,10] from one realization of a series of random batches along time. Note that,
in Figure 1, the velocities tend to the origin with nearly linear trajectories in the original
CS model, where the origin is the mean velocity at time ¢ = 0. As we can observe in Figure
2, the RBM-approximated velocities also converge to zero, but with zig-zag routes. This
phenomenon is similar to the iterating process following the stochastic gradient descent
algorithm.

In Figure 3, the /?-errors are drawn from 1000 random simulations for each P. The
(?-error is calculated by

1
(*-error := \/N Z W) — v ()2, t>0

for each simulated solution V® = (vft,... v{). The colored area corresponding to each P

shows the evolution of the £?-errors over time, where 950 simulations are plotted excluding
50 bad simulations, i.e., 95% confidence interval at each time.
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The right plot of Figure 3 shows the scaled error proportional to /5=

Position trajectories
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F1cuRE 2. The trajectories for ¢ € [0,10] in the RBM system with P = 2
from the same initial data as in Figure 1. The squared marks represent the
initial data and the big dots denote the final data at ¢ = 10.
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FIGURE 3. Left: The ¢?-errors of velocities from 1000 simulations, computed
with different P. For each P, a colored region is drawn with 95% of the
total simulations excluding the 5% bad ones. The thick lines in the middle
1 1

P-1~ N-1-
The scaled errors from different P show similar values along time.

represent the median errors. Right: Scaled error by the term

1o 1
1~ N-1»

gives the right order with respect to P.

Figure 4 shows the same plot of Figure 3 with the #2-error of the positions instead of
the velocities. We need to mention that, as we discussed in Corollary 3.1, the errors on
velocities decay to zero. Since this convergence is fast enough, the errors on the positions

which

is the order of error proved in Theorem 3.2. Note that all the scaled errors from different
P have similar median along time. From this, one can expect that the error estimate (6.1)
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FIGURE 4. Left: The ¢?-errors of positions from 1000 simulations, computed
with different P. For each P, a colored region is drawn with 95% of the
total simulations excluding the 5% bad ones. The thick lines in the middle
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FIGURE 5. Left: The ¢?-errors of velocities from 1000 simulations, computed
with different 7. For each 7, a colored region is drawn with 95% of the
total simulations excluding the 5% bad ones. The thick lines in the middle

represent the median errors. Right: Scaled error by the term /7/0.1. The
scaled errors from different P show similar values along time.

are uniformly bounded as we can see in Figure 4. We can also observe that the same scaling

property holds with the ratio 4 /ﬁ — ﬁ in Figure 4.

6.2. Dependence of error on the size of time step 7. Next, we fix P = 2 but instead
test various 7. In order to compare different 7 under the same circumstance, we set the
time step of the Euler method to be At = 0.0125, and test 7 = 0.1, 0.05, 0.025 and 0.0125.
The other parameters and the drawing of graphs are the same as in Section 6.1.
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Position errors with different time steps Position errors with different time steps
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FIGURE 6. Left: The ¢2-errors of positions from 1000 simulations, computed
with different 7. For each 7, a colored region is drawn with 95% of the
total simulations excluding the 5% bad ones. The thick lines in the middle
represent the median errors. Right: Scaled error by the term /7/0.1. The
scaled errors from different P show similar values along time.

Figures 5 and 6 are results corresponding to Figures 3 and 4. We can also observe that
the decreasing ratio of the error on 7 is approximately to the order of /7 as we expected
from the error estimate (6.1).

One notable point is that the velocity error shows a saw-like pattern in Figure 5, which
is due to the difference between the short duration time 7 and the time-discretization At.
At each time interval [7,,,—1,7p,), the error from the random batches accumulates linearly.
From the new choice of the batches at 7,,, the error gets stabilized and the approximated
trajectories experience stiffer changes of acceleration. If 7 and At are the same, we cannot
recognize it (as in Figure 3) since it happens at every time step of the Euler method.

7. CONCLUSION

In this paper, we have analyzed the RBM-approximation for the Cucker-Smale model,
which is one of prototype models for deterministic second-order collective behavior systems.
To establish a time independent error estimate, one needs the contraction property of the
original system [25]. However, this contraction property does not hold for the Cucker-Smale
model. We overcome this difficulty by using asymptotic flocking estimates of the system
and its RBM system. By splitting the interaction term into the self-contracting part and
the time-decaying part, we obtain errors from the RBM-approximation which is uniform in
time, in addition to its independence on N, the number of particles.

In the convergence analysis of the RBM system, our arguments rely on the understanding
of the deterministic flocking models with switching network. From this observation, we
expect that a similar uniform error estimate can be derived for general second-order models
(for example, N-body systems) if we could analyze the long-time behavior of the interacting
particle systems.
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In the current work, we considered the Cucker-Smale model on the complete and undi-
rected network. However, one can also consider the Cucker-Smale model on a general di-
rected network, which makes coupling non-symmetric so that there is no known conserved
quantity. This will be left as a future work.

The stochastic Cucker-Smale model, where each individual is influenced from external
noise such as Brownian motion, is also an interesting system for the error analysis of the
RBM. As simulated in [9], optimization problems using interacting particle systems utilize
stochastic effect to improve efficiency of algorithms. Since we used the flocking estimate
(Theorem 3.1) for the error estimate (Theorem 3.2), the expectation of the positions and
velocities need to be analyzed for the stochastic RBM systems. We leave this case in a
future work as well.
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