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Abstract

We review the Random Batch Methods (RBM) for interacting particle systems
consisting of N -particles, with N being large. The computational cost of such systems
is of O(N2), which is prohibitively expensive. The RBM methods use small but random
batches so the computational cost is reduced, per time step, to O(N). In this article
we discuss these methods for both classical and quantum systems, the corresponding
theory, and applications from molecular dynamics, statistical samplings, to agent-based
models for collective behavior, and quantum Monte-Carlo methods.
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1 Introduction

Interacting particle systems arise in a variety of important phenomena in physical, social,
and biological sciences. They usually take the form of Newton’s second law that governs
the interactions of N -particles under interacting forces that vary depending on different
applications. Such systems are important in physics–from electrostatics to astrophysics,
in chemistry and material sciences–such as molecular dynamics, in biological and social
sciences–such as agent based models in swarming [93, 16, 15, 21], chemotaxis [51, 8], flocking
[19, 46, 2], synchronization [17, 45] and consensus [81]).

These interacting particle systems can be described in general by the first order systems

dri = b(ri) dt+ αN
∑
j:j 6=i

K(ri − rj) dt+ σ dWi, i = 1, 2, · · · , N, (1.1)

or the second order systems

dri = vi dt,

dvi =
[
b(ri) + αN

∑
j:j 6=i

K(ri − rj)− γvi
]
dt+ σ dWi.

(1.2)

We use ri ∈ Rd to denote the labels for the particles. We will loosely call ri the “locations”
or “positions”, and vi the velocities of the particles, though the specific meaning can be
different in different applications. The function K(·) and b(·) : Rd → Rd are the interaction
kernel and some given external field respectively. The stochastic processes {W i}Ni=1 are
i.i.d. Wiener processes, or the standard Brownian motions. If γ = σ = 0 and b = −∇V for
some potential V , one has a Hamiltonian system in classical mechanics. For the molecules
in the heat bath [61, 14], ri and vi are the physical positions and velocities, described
by the underdamped Langevin equations, where σ and γ satisfy the so-called “fluctuation-
dissipation relation”

σ =
»

2γ/β, (1.3)

where β is the inverse of the temperature (we assume all the quantities are scaled and hence
dimensionless so that the Boltzmann constant is absent). The first order system (1.1) can
be viewed as the overdamped limit (when γ →∞ and the time rescaled as γt) of the second
order systems (1.2).

In the case αN = 1
N−1 , as N → ∞, the dynamics of the so-called mean field limit of

(1.1) is given by the nonlinear Fokker-Planck equation [40, 77]

∂tµ = −∇ · ((b(x) +K ∗ µ)µ) +
1

2
σ2∆µ, (1.4)

where µ(dx) ∈ P(Rd). The regime αN = c/N + o(1) is thus naturally called the mean-field
regime. Correspondingly, the mean-field limit of the second order system (1.2) is

∂tf = −∇x · (vf)−∇v · ((b(x) +K ∗x f − γv)f) +
1

2
σ2∆vf, (1.5)

where f(dx, dv) ∈ P(Rd ×Rd) and ∗x means that the convolution is performed only on the
x variable.

If one directly discretizes (1.1) or (1.2), the computational cost per time step is O(N2).
This is undesired for large N . The Fast Multipole Method (FMM) [88] is able to reduce the
complexity to O(N) for fast enough decaying interactions. However, the implementation
of FMM is quite involved. A simple random algorithm, called the Random Batch Method
(RBM), has been proposed in [53] to reduce the computation cost per time step from O(N2)
to O(N), based on the simple “random mini-batch” idea. Such an idea is famous for its ap-
plication in the so-called stochastic gradient descent (SGD) [87, 11, 13] for machine learning
problems. The idea was also used for Markov Chain Monte Carlo methods like the stochastic
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gradient Langevin dynamics (SGLD) [96], and the computation of the mean-field flocking
model [2, 16], motivated by Nanbu’s algorithm of the Direct Simulation Monte Carlo method
[10, 82, 5].

The key behind the “mini-batch” idea is to find some cheap unbiased random estimator
for the original quantity with the variance being controlled. Depending on the specific appli-
cations, the design can be different. For instances, the random batch strategy was proposed
regarding general interacting particle systems in [53], while the importance sampling in the
Fourier space was proposed for the Random Batch Ewald method for molecular dynamics
in [56]. Compared with FMM, the accuracy of RBM is lower, but RBM is much simpler
and is valid for more general potentials (e.g. the SVGD ODE [66]). The method converges
due to the time average in time, and thus the convergence is like that in the Law of Large
Numbers, but in time. For long time behaviors, the method works for systems that own
ergodicity and mixing properties, like systems in contact with heat bath and converging to
equilibria. A key difference from SGD or SGLD is that the RBM algorithms proposed are
aiming to approximate and grasp the dynamical properties of the systems as well, not just
to find the optimizer or equilibrium distribution.

RBM for interacting particle systems has been used or extended in various directions,
from statistical sampling [66, 68, 57] to molecular dynamics [56, 67], control of synchroniza-
tion [9, 64], and collective behavior of agent-based models [44, 43, 63]. RBM has been shown
to converge for finite time interval if the interaction kernels are good enough [66, 53], and in
particular an error estimate uniformly in N was first obtained in [53]. A convergence result
of RBM for N -body Schrödinger equation was established in [41].

The goal of this review is to introduce the basics of the RBM, the fundamental theory
for the convergence and error estimates, and various applications.

2 The RBM methods

In this section, we describe the RBM for general interacting particle systems introduced
first in [53]. We use bold fonts (e.g. ri, xi, vi, ui) and capital letters (Xi, Yi) to denote the
quantities that are functions of time t associated with the particles, use usual letters like
xi, vi to represent a point in the state space (often Rd), and use letters like x, v to represent
quantities in the configurational space RNd.

2.1 The RBM algorithms

Let T > 0 be the simulation time, and choose a time step ∆t > 0. Pick a batch size
2 ≤ p � N that divides N (RBM can also be applied if p does not divide N ; we assume
this only for convenience). Consider the discrete time grids tk := k∆t, k ∈ N. For each
subinterval [tk−1, tk), the method has two substeps: (1) at tk−1, divide the N particles into
n := N/p groups (batches) randomly; (2) let the particles evolve with interaction only inside
the batches.

The above procedure, when applied to the second order system (1.2), leads to Algorithm
1. The versions for first order systems is similar.
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Algorithm 1 (RBM for (1.2))

1: for m in 1 : [T/∆t] do
2: Divide {1, 2, . . . , N = pn} into n batches randomly.
3: for each batch Cq do
4: Update ri,vi (i ∈ Cq) by solving for t ∈ [tm−1, tm) the following

dri = vi dt,

dvi =
[
b(ri) +

αN (N − 1)

p− 1

∑
j∈Cq,j 6=i

K(ri − rj)− γvi
]
dt+ σdWi.

(2.1)

5: end for
6: end for

RBM requires the random division, and the elements in different batches are different.
This is in fact the sampling without replacement. If one allows replacement, one has the
following version of RBM.

Algorithm 2 (RBM-r)

1: for m in 1 : [T/∆t] do
2: for k from 1 to N/p do
3: Pick a set Ck of size p randomly with replacement.
4: Update ri’s (i ∈ Ck) by solving the following SDE for time ∆t.

dxi = ui dt,

dui =
[
b(xi) +

αN (N − 1)

p− 1

∑
j∈Cq,j 6=i

K(xi − xj)− γui
]
dt+ σ dWi.

xi(0) = ri, ui(0) = vi,

(2.2)

i.e., solve (2.2) with initial values xi(0) = ri,ui(0) = vi, and set ri ← xi(∆t),
vi ← ui(∆t).

5: end for
6: end for

We now discuss the computational cost. Note that random division into n batches
of equal size can be implemented using random permutation, which can be realized in
O(N) operations by Durstenfeld’s modern revision of Fisher-Yates shuffle algorithm [28]
(in MATLAB, one can use “randperm(N)”). After the permutation, one takes the first p
elements to be in the first batch, the second p elements to be in the second batch, etc. The
ODE solver per particle per time step (2.2) requires merely O(p) operations, thus for all
particles, each time step costs only O(pN). Since p � N the overall cost per time step is
significantly reduced from O(N2).

However, one might encounter the issue of having to use a much smaller time step–which
could be of O(N) times smaller– in the RBM implementation. For RBM to really gain
significant efficiency, one needs ∆t to be independent of N . This is justified by an error
analysis to be presented in the next subsection.

2.2 Convergence analysis

In this subsection, we present the convergence results of RBM for the second order systems
(1.2) in the mean field regime (i.e., αN = 1/(N−1)), which was given in [55]. We remark that
the proof relies on the underlying contraction property of the second order systems under
certain conditions ([76, 30]). Due to the degeneracy of the noise terms, the contraction
should be proved by suitably chosen variables and Lyapunov functions, and we refer the
readers to [55] for more details.
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Denote (r̃i, ṽi) the solutions to the RBM process (2.1), and use the synchronization
coupling as in [53, 54]:

ri(0) = r̃i(0) ∼ µ0, Wi = W̃i. (2.3)

Let C(k)
q (1 ≤ q ≤ n) be the batches at tk, and define

C(k) := {C(k)
1 , · · · , C(k)

n }, (2.4)

to be the random division of batches at tk. According to the Kolmogorov extension theorem
[27], there exists a probability space (Ω,F ,P) such that the random variables {ri0,W i, C(k) :
1 ≤ i ≤ N, k ≥ 0} are all defined on this probability space and are independent. Let E
denote the integration on Ω with respect to the probability measure P, and consider the
L2(·) norm of a random variable

‖ζ‖ =
»
E|ζ|2. (2.5)

For finite time interval, the convergence of RBM is as following.

Theorem 2.1. Let b(·) be Lipschitz continuous, and assume that |b|, |∇b| have polynomial
growth, and the interaction kernel K is Lipschitz continuous. Then,

sup
t∈[0,T ]

»
E|r̃i(t)− ri(t)|2 + E|ṽi(t)− vi(t)|2 ≤ C(T )

 
∆t

p− 1
+ ∆t2, (2.6)

where C(T ) is independent of N .

Often the long-time error estimates are important since one could use RBM as a sampling
method for the invariant measure of (1.2) (see section 5). For this we need some additional
contraction assumptions:

Assumption 2.1. Suppose b = −∇V for some V that is bounded from below (i.e., infx V (x) >
−∞), and there exist λM ≥ λm > 0 such that the eigenvalues of H := ∇2V satisfy

λm ≤ λi(x) ≤ λM , ∀ 1 ≤ i ≤ d, x ∈ Rd.

The interaction kernel K is bounded and Lipschitz continuous. Moreover, the friction γ and
the Lipschitz constant L of K(·) satisfy

γ >
√
λM + 2L, λm > 2L. (2.7)

Then the following uniform strong convergence estimate holds:

Theorem 2.2. Under Assumption 2.1 and the coupling (2.3), the solutions to (1.2) and
(2.1) satisfy

sup
t≥0

»
E|r̃i(t)− ri(t)|2 + E|ṽi(t)− vi(t)|2 ≤ C

 
∆t

p− 1
+ ∆t2, (2.8)

where the constant C does not depend on p and N .

Clearly, these error estimates imply that the RBM algorithms can also grasp the dynam-
ical properties. The error estimates above are consequence of some intuitive results, which
we summarize here (see [53]).

For given x := (x1, . . . , xN ) ∈ RNd, introduce the error of the interacting force for the
ith particle.

χi(x) :=
1

p− 1

∑
j∈C

K(xi − xj)−
1

N − 1

∑
j:j 6=i

K(xi − xj). (2.9)

Here, C is the random batch that contains i in a random division of the batches.
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Lemma 2.1. Consider a configuration x that is independent of the random division. Then,

Eχi(x) = 0. (2.10)

Moreover, the (scalar) variance is given by

Var(χi(x)) =

Å
1

p− 1
− 1

N − 1

ã
Λi(x), (2.11)

where

Λi(x) :=
1

N − 2

∑
j:j 6=i

∣∣∣K(xi − xj)−
1

N − 1

∑
`:` 6=i

K(xi − x`)
∣∣∣2. (2.12)

Lemma 2.1 in fact lays the foundation of the convergence of RBM-type algorithms. The
first claim implies that the random estimates of the interacting forces are unbalanced in
the sense that the expectation is zero. This gives the consistency–in expected value–of the
RBM approximation, although each random batch approximation 1

p−1

∑
j∈CK(xi − xj) to

the true interacting force 1
N−1

∑
j:j 6=iK(xi − xj) gives an O(1) error (which is clear from√

Var(χi(x)) = O(1)). Being a Monte-Carlo like methods, the boundedness of the variance
ensures the stability of the RBM methods as can be seen in the proof [55, 54]. The intrinsic
mechanism why such type of methods work is the independent resampling in later time
steps, and due to some averaging effect in time these O(1) errors become small. This Law
of Large Numbers type feature in time guarantees the convergence of RBMs (as indicated
by the error bound

√
|Var(χ)|τ ∼

√
|Var(χ)|/NT in Theorems 2.1 and 2.2).

As another remark, the nonzero variance of the RBM approximation gives some effective
noise into the system. This could bring in some “numerical heating” effects when RBM is
applied for some interacting particle systems. When the system has some dissipation, or in
contact with a heat bath as in section section 4 , RBM approximation can be valid for long
time and can capture the equilibrium.

In both Theorem 2.1 and Theorem 2.2, the error bound is independent of N so that the
time step can be chosen independent of N for a fixed accuracy tolerance ε. Hence, for each
time step, the cost of RBM is O(1/N) of that for direct simulation, but it does not need
to take O(N) times longer to finish the computation. Such convergence results were first
established for first order systems (1.1) [53] and then extended to disparate mass cases [54].
The weak convergence has also been discussed in [54].

2.3 An illustrating example: wealth evolution

To illustrate the algorithms, we consider the model proposed by Degond et. al. [22] for the
evolution of N market agents with two attributes: the economic configuration Xi and its
wealth Yi.

Ẋi = V (Xi, Yi),

dYi = − 1

N − 1

∑
k:k 6=i

ξikΨ(|Xi −Xk|)∂yφ(Yi − Yk) dt+
√

2DYidWi.
(2.13)

The first equation describes the evolution of the economic configuration, which is driven by
the local Nash equilibrium and it is related to mean-field games [65]. This model clearly is a
suitable interacting particle system for which the RBM algorithms fit perfectly. Moreover,
the RBM version of (2.13) can be viewed as a new model as one agent may only trade with
a small number of random agents during a short time in the real world.

For numerical experiments, [53] considers the homogeneous case when the wealth dynam-
ics is independent of the position in the economic configuration space. Then, the dynamics
of the wealth is reduced the following

dYi = − κ

N − 1

∑
k:k 6=i

∂yφ(Yi − Yk) dt+
√

2DYidWi. (2.14)
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Figure 1: Wealth distribution obtained by RBM compared with the reference curve

The corresponding mean field dynamics has an equilibrium distribution given by

ρ∞(y) ∝ exp

Å
−α(y)

D

ã
,

where α satisfies

∂yα(y) = − 1

y2
F (y) +

2D

y
.

In Fig. 1, the empirical distribution of the wealth obtained by RBM for the case φ(y) =
1
2y

2 is compared to the reference curve (an inverse Gamma distribution), which is

ρ∞(y) =
(κη/D)κ/D+1

Γ(κ/D + 1)
y−(2+κ/D) exp

Å
− κη
Dy

ã
1y>0, η =

√
2√
π
.

Clearly, the distribution obtained by RBM agrees perfectly with the expected wealth distri-
bution at t = 3 already.

This example has two distinguished features: long range and multiplicative noises. We
point out that although the convergence results presented in subsection 2.2 were for regular
interacting potentials K and additive noises, as shown by this and more examples in [53],
and those in later sections, the RBM algorithms are applicable to much broader classes
of interacting particle systems, including long-range, singular (like the Lenard-Jones and
Coulomb) potentials (see section 4 below), and with multiplicative noise.

3 The mean-field limit

It is known that the N -particle system (1.1) has the mean-field limit given by the Fokker-
Planck equation (1.4). Namely, the empirical measure of the particle system (1.1) is close,
in Wasserstein distance, to µ in (1.4). Thus, when N is large, one may use the RBM as
a numerical (particle method) for (1.4). Indeed, since the error bounds obtained in the
precious section is independent of N , one could hope that when N → ∞, the empirical
measure of the RBM should be close to µ. To justify this, one first needs to derive the mean
field limit of the RBM, for fixed ∆t, then compare it with (1.4). In addition, the RBM could
be viewed as a random model for the underlying physics, hence it is also natural to ask what
its mean field limit is.

The mean-field limit of the RBM for the general first order system (1.1), given below by
Algorithm 3, was derived and proved in [52]. We summarize the results in this section.
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Algorithm 3 (RBM for first order systems)

1: for k in 1 : [T/∆t] do
2: Divide {1, 2, . . . , N} into n = N/p batches randomly.
3: for each batch Cq do
4: Update ri’s (i ∈ Cq) by solving the following SDE with t ∈ [tk−1, tk).

dri = b(ri)dt+
1

p− 1

∑
j∈Cq,j 6=i

K(ri − rj)dt+ σ dW i. (3.1)

5: end for
6: end for

Intuitively, when N � 1, the probability that two chosen particles are correlated is very
small. Hence, in the N →∞ limit, two chosen particles will be independent with probability
1. Due to the exchangeability, the marginal distributions of the particles will be identical.
Based on this observation, the following mean field limit for RBM can be obtained for the
one-particle distribution:

Algorithm 4 (Mean Field Dynamics of RBM (3.1))

1: µ̃(·, t0) = µ0.
2: for k ≥ 0 do
3: Let ρ(p)(· · · , 0) = µ̃(·, tk)⊗p be a probability measure on (Rd)p ∼= Rpd.
4: Evolve the measure ρ(p) to find ρ(p)(· · · ,∆t) by the following Fokker-Planck equation:

∂tρ
(p) = −

p∑
i=1

∇xi ·

Ñ[
b(xi) +

1

p− 1

p∑
j=1,j 6=i

K(xi − xj)
]
ρ(p)

é
+

1

2
σ2

p∑
i=1

∆xiρ
(p).

(3.2)

5: Set

µ̃(·, tk+1) :=

∫
(Rd)⊗(p−1)

ρ(p)(·, dy2, · · · , dyp,∆t). (3.3)

6: end for

The dynamics in Algorithm 4 naturally gives a nonlinear operator G∞ : P(Rd)→ P(Rd)
as

µ̃(·, tk+1) =: G∞(µ̃(·, tk)). (3.4)

Corresponding to this is the following SDE system for t ∈ [tk, tk+1)

dxi = b(xi) dt+
1

p− 1

p∑
j=1,j 6=i

K(xi − xj) dt+ σ dWi, i = 1, · · · , p, (3.5)

with {xi(tk)} drawn i.i.d from µ̃(·, tk). Then, µ̃(·, tk+1) = L (x1(t−k+1)), the law of x1(t−k+1).
Note that all xi have the same distribution for any tk ≤ t < tk+1. Without loss of generality,
we will impose x1(t−k ) = x1(t+k ). For other particles i 6= 1, xi(t) in [tk−1, tk) and [tk, tk+1)
are independent and they are not continuous at tk. In fact, in the N → ∞ limit, xi, i 6= 1
at different subintervals correspond to different particles that interact with particle 1 as in
Algorithm 3.

Hence, in the mean field limit of RBM, one starts with a chaotic configuration1, the p

1By ”chaotic configuration”, we mean that there exists a one particle distribution f such that for any
j, the j-marginal distribution is given by µ(j) = f⊗j . Such independence in a configuration is then loosely
called ”chaos”. If the j-marginal distribution is more close to f⊗j for some f , we loosely say ”there is more
chaos”.
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Figure 2: Illustration of the various operators and the asymptotic limits.

particles evolve by interacting with each other. Then, at the starting point of the next time
interval, one imposes the chaos condition so that the particles are independent again.

In [52], this intuition has been justified rigorously for finitely many steps under the
following assumptions.

Assumption 3.1. The moments of the initial data are finite:∫
Rd
|x|qµ0(dx) <∞, ∀q ∈ [2,∞). (3.6)

Assumption 3.2. Assume b(·) : Rd → Rd andK(·) : Rd → Rd satisfy the following conditions.

• b(·) is one-sided Lipschitz:

(z1 − z2) · (b(z1)− b(z2)) ≤ β|z1 − z2|2 (3.7)

for some constant β;

• K is Lipschitz continuous

|K(z1)−K(z2)| ≤ L|z1 − z2|.

Corresponding to the operator (3.4), one may define the operator GkN : P(Rd)→ P(Rd)
for RBM with N particles as follows. Let ri(0)’s be i.i.d drawn from µ⊗N0 , and consider
(3.1). Define

GkN (µ0) := L (r1(tk)). (3.8)

Recall that L (r1) denotes the law of r1, thus the one marginal distribution. Conditioning
on a specific sequence of random batches, the particles are not exchangeable. However,
when one considers the mixture of all possible sequences of random batches, the laws of
the particles ri(tk) (1 ≤ i ≤ N) are identical. In Fig.2, we illustrate these definitions and
various limits. With these setup introduced, we may state the first main result in [52] as
follows:

Theorem 3.1. Under assumptions 3.1 and 3.2, for any fixed k, it holds that

lim
N→∞

Wq(Gk∞(µ0),GkN (µ0)) = 0. (3.9)

Here, Wq is the Wasserstein-q distance [89]:

Wq(µ, ν) =

Å
inf

γ∈Π(µ,ν)

∫
Rd×Rd

|x− y|qdγ
ã1/q

, (3.10)

where Π(µ, ν) is the set of “transport plans”, i.e. a joint measure on Rd ×Rd such that the
marginal measures corresponding to x and y are µ and ν respectively.
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The next questions is whether the one marginal distribution µ
(1)
N := L (r1) of the RBM

converges to µ. Denote the solution operator to (1.4) by S:

S(∆)µ(t1) := µ(t1 + ∆), ∀t1 ≥ 0,∆ ≥ 0. (3.11)

Clearly, {S(t) : t ≥ 0} is a nonlinear semigroup.
We make more technical assumptions here.

Assumption 3.3. The measure µ0 has a density %0 that is smooth with finite moments∫
Rd |x|q%0 dx <∞, ∀q ≥ 1, and the entropy is finite

H(µ0) :=

∫
Rd
%0 log %0 dx <∞. (3.12)

If %0(x) = 0 at some point x, one defines %0(x) log %0(x) = 0. We also introduce the
following assumption on the growth rate of derivatives of b and K, which will be used below.

Assumption 3.4. The function b and its derivatives have polynomial growth. The derivatives
of K with order at least 2 (i.e., DαK with |α| ≥ 2) have polynomial growth.

Based on these conditions, it can be shown that µ has a density %(·, t). For convenience,
we will not distinguish µ from its density %. Sometimes, one may also assume the strong
confinement condition:

Assumption 3.5. The fields b(·) : Rd → Rd and K(·) : Rd → Rd are smooth. Moreover, b(·)
is strongly confining:

(z1 − z2) · (b(z1)− b(z2)) ≤ −r|z1 − z2|2 (3.13)

for some constant r > 0, and K is Lipschitz continuous |K(z1)−K(z2)| ≤ L|z1 − z2|. The
parameters r, L satisfy

r > 2L. (3.14)

With the assumptions stated, we can state the second main result in [52].

Theorem 3.2. Suppose Assumptions 3.2, 3.3 and 3.4 hold. Then,

sup
n:n∆t≤T

W1(Gn∞(%0), %(n∆t)) ≤ C(T )∆t. (3.15)

If Assumption 3.5 is assumed in place of Assumption 3.2 and also σ > 0, then

sup
n≥0

W1(Gn∞(%0), %(n∆t)) ≤ C∆t. (3.16)

These theorems show that the dynamics given by G∞ can approximate that of the non-
linear Fokker-Planck equation (1.4), with the W1 distance to be of O(∆t) . Thus, the two
limits limN→∞ and lim∆t→0 commute, as shown in Fig. 2.

4 Molecular dynamics

Molecular dynamics (MD) refers to computer simulation of atoms and molecules, and is
among the most popular numerical methods to understand the dynamical and equilibrium
properties of many-body particle systems in many areas such as chemical physics, soft ma-
terials and biophysics [18, 34, 33]. In this section, we discuss the relevant issues and the
applications of RBM and its modifications.

Consider N “molecules” with masses mi’s (each might be a model for a real molecule or
a numerical molecule that is a packet of many real molecules) that interact with each other.
The equations of motion are given by

dri = vi dt,

midvi =
[
−
∑
j:j 6=i

∇φ(ri − rj)
]
dt+ dξi.

(4.1)
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Here, φ(·) is the interaction potential and dξi means some other possible terms that change
the momentum,. Typical examples of the potential include the Coulomb potentials

φ(x) =
qiqj
r
,

where qi is the charge for the ith particle and r = |x|, and the Lennard-Jones potential

φ(x) = 4

Å
1

r12
− 1

r6

ã
.

Between ions, both types of potential exist and between charge-neutral molecules, the
Lennard-Jones potential might be the main force (the Lennard-Jones interaction intrin-
sically also arises from the interactions between charges, so these two types are in fact both
electromagnetic forces) [34, 33]. To model the solids or fluids with large volume, one often
uses a box with length L, equipped with the periodic conditions for the simulations.

To model the interaction between the molecules with the heat bath, one may consider
some thermostats so that the temperature of the system can be controlled at a given value.
The thermostats are especially good for RBM approximations as the effective noise intro-
duced by RBM approximation can be damped by the thermostats, reducing the “numerical
heating” effects [56]. Typical thermostats include the Andersen thermostat, the Langevin
thermostat and the Nosé-Hoover thermostat [34]. In the Andersen thermostat [34, section
6.1.1], one does the simulation for dξi = 0 between two time steps, but a particle can collide
with the heat bath at each discrete time. Specifically, assume the collision frequency is ν,
so in a duration of time t � 1 the chance that a collision has happened is given by the
exponential distribution

1− exp(−νt) ≈ νt, t� 1.

If a collision happens, the new velocity is then sampled from the Maxwellian distribution
with temperature T (i.e., the normal distribution N (0, T )). In the underdamped Langevin
dynamics, one chooses

dξi = −γvi dt+

 
2γ

β
dWi,

so that the “fluctuation-dissipation relation” is satisfied and the system will evolve to the
equilibrium with the correct temperature T = β−1. It is well-known that the invariant
measure of such systems is given by the Gibbs distribution [70]

π(x, v) ∝ exp

(
−β(

1

2

N∑
i=1

|vi|2 + U(x))

)
, U(x) =

1

2

∑
i,j:i6=j

φ(xi − xj),

where x = (x1, · · · , xN ) ∈ RNd and v = (v1, · · · , vN ) ∈ RNd. The Nosé-Hoover thermostat
uses a Hamiltonian for an extended system of N particles plus an additional coordinate s
([83, 50]):

HNH =

N∑
i=1

|p̃i|2
2mis2

+ U({ri}) +
p2
s

2Q
+ L

ln s

β
.

Here, p̃i is the momentum of the ith particle. The microcanonical ensemble corresponding
to this Hamiltonian reduces to the canonical ensemble for the real variables pi = p̃i/s.
Hence, one may run the following deterministic ODEs, which are the Hamiltonian ODEs
with Hamiltonian HNH in terms of the so-called real variables,

ṙi = pi,

ṗi = −∇riU − ξpi,

ξ̇ =
1

Q

(∑
i=1

|pi|2
mi
− 3N

β

)
.

The time average of the desired quantities will be the correct canonical ensemble average.
As one can see, when the temperature of the system is different from T , the extra term
−ξpi will drive the system back to temperature T , thus it may give better behaviors for
controlling the temperature.
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4.1 RBM with kernel splitting

In molecular dynamics simulation, the interaction force kernel

K(x) := −∇φ(x), x ∈ Rd,

is often singular at x = 0. Hence, the direct application of RBM could lead to poor results.
To resolve this issue, one can adopt the splitting strategy in [75, 49], and decompose the
interacting force K into two parts:

K(x) = K1(x) +K2(x). (4.2)

Here, K1 has short range that vanishes for |x| ≥ r0 where r0 is a certain cutoff chosen to be
comparable to the mean distance of the particles. K2(x) is a bounded smooth function. One
then applies RBM to the K2 part only. The resulted method is shown in Algorithm 5. Now,
the cost of summation in K1 is of O(1) for each given i using data structures like Cell-List
[34, Appendix F]. Since K2 is bounded, RBM can be applied well due to the boundedness of
variance, without introducing too much error. Hence, the cost per time step is again O(N).
For practical applications, one places the initial positions of the molecules on the grid of a
lattice, and the repulsive force K1 will forbid the particles from getting too close so that the
system is not too stiff.

Algorithm 5 RBM with splitting for (1.2)

1: Split K =: K1 +K2, where K1 has short range, while K2 has long range but is smooth.
2: for m in 1 : [T/∆t] do
3: Divide {1, 2, . . . , N = pn} into n batches randomly.
4: for each batch Cq do
5: Update (ri,vi)’s (i ∈ Cq) by solving for t ∈ [tm−1, tm)

dri =vi dt,

dvi =
[
b(ri) + αN

∑
j:j 6=i

K1(ri − rj)− γvi
]
dt

+
αN (N − 1)

p− 1

∑
j∈Cq,j 6=i

K2(ri − rj) dt+ σ dWi.

(4.3)

6: end for
7: end for

Using this splitting strategy, one may apply RBM to the MD simulations with different
thermostats. In Fig. 3, we show the numerical results from [55] for a Lennard-Jones fluid
with temperature β−1 = 2 and the length of box L = (N/ρ)1/3 for a given density ρ. The
results are obtained using the Andersen thermostat and the Langevin thermostat respec-
tively, with the splitting and RBM strategy, for particle number N = 500. The reference
curves (black solid line) are the fitting curves in [59]. In the first figure, the decreasing step
sizes ∆tk = 0.001/ log(k + 1) are taken to reduce the numerical heating effect brought by
RBM when the collision coefficient are not so big (ν = γ = 10). The results show that
RBM with splitting strategy can work reasonably well for the Lennard-Jones fluid in the
considered regime.

4.2 Random Batch Ewald: an importance sampling in the Fourier
space

In the presence of long-range interactions such as the Coulomb interactions, the molecular
dynamics simulations becomes computationally expensive for large N . A lot of effort has
already been devoted to computing such long-range interactions efficiently. Some popular
methods include lattice summation methods such as the particle-particle particle mesh Ewald

12
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(a) ν = γ = 10, ∆tk = 0.001/ log(k + 1).
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(b) ν = γ = 50, ∆t = 0.001.

Figure 3: The pressure obtained by Andersen-RBM and Langevin-RBM for Lenard-Jones
fluid with N = 500: the blue circles are those by Andersen-RBM while the red squares are
by Langevin-RBM.

(PPPM) [74, 23], and multipole type methods such as treecode [7, 25] and fast multipole
methods (FMM) [42, 99]. These methods can reduce the complexity per time step from
O(N2) to O(N logN) or even O(N), and have gained big success in practice. However,
some issues still remain to be resolved, e.g., the prefactor in the linear scaling can be large,
or the implementation can be nontrivial, or the scalability for parallel computing is not high.

In this section, we give a brief introduction to the recently proposed Random Batch
Ewald (RBE) method for molecular dynamics simulations of particle systems with long-range
Coulomb interactions, which achieves anO(N) complexity [56] with a high parallel efficiency.
The RBE method is based on the Ewald splitting for the Coulomb kernel with a random
“mini-batch” type technique applied in the Fourier series for the long-range part. Compared
with PPPM where the Fast Fourier Transform is used to speed up the computation in
the Fourier space, the RBE method uses random batch type technique to speed up the
computation.

Consider N physical or numerical particles inside the periodic box with side length L,
assumed to have net charge qi (1 ≤ i ≤ N) with the electroneutrality condition

N∑
i=1

qi = 0. (4.4)

The forces are computed using Fi = −∇riU , where U is the potential energy of the system.
Since the Coulomb potential is of long range, with the periodic boundary condition, one
must consider the images so that

U =
1

2

∑
n

′
N∑

i,j=1

qiqj
1

|rij + nL| , (4.5)

where n ∈ Z3 ranges over the three-dimensional integer vectors and
∑′

is defined such that
n = 0 is not included when i = j.

Due to the long-range nature of the Coulomb potential, the series (4.5) converges con-
ditionally, thus a naive truncation would require a very large r to maintain the desired
numerical accuracy. The classical Ewald summation separates the series into long-range
smooth parts and short-range singular parts:

1

r
=

erf(
√
αr)

r
+

erfc(
√
αr)

r
, (4.6)

13



where erf(x) := 2√
π

∫ x
0

exp(−u2)du is the error function and erfc = 1−erf. Correspondingly,

U1 =
1

2

∑
n

′∑
i,j

qiqj
erf(
√
α|rij + nL|)
|rij + nL| , (4.7)

U2 =
1

2

∑
n

′∑
i,j

qiqj
erfc(
√
α|rij + nL|)
|rij + nL| . (4.8)

The computation of force can be done directly using

Fi = −∇riU = −∇riU1 −∇riU2 =: Fi,1 + Fi,2.

The second part Fi2 corresponds to the short-range forces whose computational cost is
relatively low, since, for each particle, one just needs to add a finite number of particles in
its close neighbour. We now focus on the first part.

The slow decay of U1 in r, corresponding to the long-range, can be dealt with in the
Fourier space thanks to its smoothness (see [34, Chap. 12]):

U1 =
2π

V

∑
k 6=0

1

k2
|ρ(k)|2e−k2/4α −

…
α

π

N∑
i=1

q2
i , (4.9)

where k = |k| and ρ(k) is given by ρ(k) :=
∑N
i=1 qie

ik·ri . The divergent k = 0 term is
usually neglected in simulations to represent that the periodic system is embedded in a
conducting medium which is essential for simulating ionic systems. Then

Fi,1 = −
∑
k 6=0

4πqik

V k2
e−k

2/(4α)Im(e−ik·riρ(k)), (4.10)

where we recall rij = rj − ri, pointing towards particle j from particle i. Note that the
force Fi,1 is bounded for small k. In fact, k ≥ 2π/L, so V k ≥ 2πL2. Let us consider the

factor e−k
2/(4α), and denote the sum of such factors by

S :=
∑
k 6=0

e−k
2/(4α) = H3 − 1, (4.11)

where

H :=
∑
m∈Z

e−π
2m2/(αL2) =

 
αL2

π

∞∑
m=−∞

e−αm
2L2 ≈

…
αL2

π
(1 + 2e−αL

2

), (4.12)

since often αL2 � 1. Hence, S is the sum for all three-dimensional vectors k except 0.
Then, one can regard the sum as an expectation over the probability distribution

Pk := S−1e−k
2/(4α), (4.13)

which, with k 6= 0, is a discrete Gaussian distribution and can be sampled efficiently. For ex-
ample, one can use the Metropolis-Hastings (MH) algorithm (see [48] for details) by choosing
proposal samples from the continuous Gaussian N (0, αL2/(2π2)), the normal distribution
with mean zero and variance αL2/(2π2). It should be emphasized that this sampling can
be done offline, before the iteration begins. Once the time evolution starts one just needs
to randomly draw a few (p) samples for each time step from this pre-sampled Guassian
sequence.

With this observation, the MD simulations can then be done via the random mini-batch
approach with this importance sampling strategy. Specifically, one approximates the force
Fi,1 in (4.10) by the following random variable:

Fi,1 ≈ F ∗i,1 := −
p∑
`=1

S

p

4πk`qi
V k2

`

Im(e−ik`·riρ(k`)). (4.14)
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The corresponding algorithm is shown in Algorithm 6.

Algorithm 6 (Random-batch Ewald)

1: Choose α, rc and kc (the cutoffs in real and Fourier spaces respectively), ∆t, and batch
size p. Initialize the positions and velocities of charges r0

i ,v
0
i for 1 ≤ i ≤ N .

2: Sample sufficient number of k ∼ e−k2/(4α), k 6= 0 by the MH procedure to form a set K.
3: for n in 1 : N do
4: Integrate Newton’s equations (4.1) for time ∆t with appropriate integration scheme

and some appropriate thermostat. The Fourier parts of the Coulomb forces are computed
using RBE force (4.14) with the p frequencies chosen from K in order.

5: end for

Similar to the strategy in the PPPM, one may choose α such that the time cost in real
space is cheap and then speed up the computation in the Fourier space. Compared with
PPPM, the only difference is that PPPM uses FFT while RBE uses random mini-batch to
speed up the computation in the Fourier space. Hence, we make the same choice

√
α ∼ N1/3

L
= ρ1/3

r ,

which is inverse of the average distance between two numerical particles. The complexity
for the real space part is O(N). By choosing the same batch of frequencies for all forces
(4.14) (i.e., using the same k`, 1 ≤ ` ≤ p for all F ∗i,1, 1 ≤ i ≤ N) in the same time step, the
complexity per iteration for the frequency part is reduced to O(pN). This implies that the
RBE method has linear complexity per time step if one chooses p = O(1).

To illustrate the performance of the RBE method, consider an electrolyte with monova-
lent binary ions (first example in [56]). In the reduced units ([34, section 3.2]), the dielectric
constant is taken as ε = 1/4π so that the potential of a charge is φ(r) = q/r and the temper-
ature is T = β−1 = 1. Under the Debye-Hückel (DH) theory (linearized Poisson-Boltzmann
equation), the charge potential outside one ion is given by

−ε∆φ =

®
0 r < a

qρ∞,+e−βqφ − qρ∞,−eβqφ ≈ βq2ρrφ, r > a

where ρ∞,+ = ρ∞,− = N/(2V ) are the densities of the positive and negative ions at infinity,
both being ρr/2. The parameter a is the effective diameter of the ions, which is related
to the setting of the Lennard-Jones potential. In the simulations, a = 0.2 and the setting
of Lennard-Jones potential can be found in [56]. This approximation gives the net charge
density ρ = −ε∆φ for r � a,

ln(rρ(r)) ≈ −1.941r − 1.144.

The results in the left panel of Fig.4 were obtained by N = 300 (i.e., 150 cation and
anion particles respectively) in a periodic box with side length L = 10. The thermostat
was Andersen’s thermostat with collision frequency ν = 3. These parameters are chosen
such that they give comparable results. Clearly, all the three methods give correct results,
agreeing with the curve predicted by the DH theory. Regarding the efficiency, the right
figure shows the time consumed for different particle numbers inside the box with the same
side length L = 10. Both the PPPM and RBE methods scale linealy with the particle
numbers. However, even for batch size p = 100, the RBE method consumes much less time.
The relative accuracies of the potential obtained by RBE against the PPPM are listed in
Table 1, for different densities ρr = N/L3. Clearly, the RBE method has the same level of
accuracy compared with the PPPM method for the densities considered.

Next, in Fig. 5, the parallel efficiency of the PPPM and RBE methods from [69] for the
all-atom simulation of pure water systems is shown. As can be seen, due to the reduction
of communications for the particles, the RBE method gains better parallel efficiency. This
parallel efficiency is more obvious when the number of particles is larger. In [69], the
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Figure 4: Comparision of the Ewald sum, the PPPM and the RBE methods

p = 10 p = 20 p = 50 p = 100
ρr = 0.1 0.15% 0.13% 0.13% 0.08%
ρr = 0.3 0.10% 0.08% 0.04% 0.09%
ρr = 1 0.66% 0.18% 0.11% 0.04%
ρr = 4 7.83% 2.38% 0.71% 0.31%

Table 1: Relative error of potential energy for the RBE method against PPPM method with
different densities and batch sizes.

simulation results of pure water system also indicate that the RBE type methods can not
only sample from the equilibrium distribution, but also compute accurately the dynamical
properties of the pure water systems.

Figure 5: The parallel efficiency of the PPPM and the RBE methods for all-atom simulation
of pure water system (Left) 3× 105 atoms; (Right) 3× 107 atoms

5 Statistical sampling

Sampling from a complicated or even unknown probability distribution is crucial in many
applications, including numerical integration for statistics of many-body systems [34, 29],
parameter estimation for Bayesian inference [91, 12] etc.. The methods that rely on random
numbers for sampling and numerical simulations are generally called the Monte Carlo (MC)
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methods [60, 29]. The law of large numbers [27] validates the usage of empirical measures
for approximation of the complicated or unknown probability measure. By the central limit
theorem [27], the error of the MC methods scales like O(N−1/2) which is independent of
the dimension d, hence the MC methods overcome the curse of dimensionality. The Markov
Chain Monte Carlo (MCMC) methods [39, 35] are among the most popular MC methods. By
constructing Markov chains that have the desired distributions to be the invariant measures,
one can obtain samples from the desired distributions by recording the states of the Markov
chains. A typical MCMC algorithm is the Metropolis-Hastings algorithm [79, 48].

Unlike the MCMC, the Stein variational Gradient method (proposed by Liu and Wang
in [72]) belongs to the class of particle based variational inference sampling methods (see
also [86, 20]). These methods update particles by solving optimization problems, and each
iteration is expected to make progress toward the desired distribution. As a non-parametric
variational inference method, SVGD gives a deterministic way to generate points that ap-
proximate the desired probability distribution by solving an ODE particle system, which
displays different features from the Monte Carlo methods.

We describe in this section two sampling methods that use RBM to improve the effi-
ciency. The first method, Random Batch Monte Carlo, is a fast MCMC that costs only
O(1) per iteration to sample from the Gibbs measures corresponding to many-body particle
systems with singular interacting kernels. The second method, RBM-SVGD, is an interest-
ing application of RBM to the Stein variational gradient descent ODE system, which is an
interacting particle system.

5.1 Random Batch Monte Carlo for many body systems

Suppose that one wants to sample from the N -particle Gibbs distribution

π(x) ∝ exp [−βH(x)] , (5.1)

with x = (x1, · · · , xN ) ∈ RNd (xi ∈ Rd, and d ≥ 1, d ∈ N), β being a positive constant, the
N -body energy

H(x) :=

N∑
i=1

wiV (xi) +
∑
i,j:i<j

wiwjφ(xi − xj), (5.2)

and V being the external potential assumed to be smooth. Here, wi’s are the weights. In the
molecular regime, wi’s are often taken to be 1, while in the mean field regime [90, 37, 65],
one may have w ∼ N−1.

In [68], Li et. al. proposed the Random Batch Monte Carlo method, which costs O(1)
per time step for sampling from equilibrium distributions (Gibbs measures) corresponding to
particle systems with singular interacting kernels. Similarly to [75, 49] and the MD methods
above, the interacting potential is decomposed into two parts

φ(x) = φ1(x) + φ2(x), (5.3)

where we suppose that φ1 has long range but is smooth and bounded, while φ2 is singular
and of short range. The algorithm is based on the following splitting Monte Carlo, which is
a special case of the Metropolis-Hastings algorithm:

Suppose there are N particles located at xj for j = 1, · · · , N . Let us consider the
following method for a Markovian jump.

Step 1 — Randomly choose a particle i.
Step 2 — Move the particle using φ1 with overdamped Langevin equation:

dri = −

Ñ
∇V (ri)

w(N − 1)
+

1

N − 1

∑
j:j 6=i

∇φ1(ri − rj)

é
dt+

 
2

(N − 1)w2β
dWi,

ri(0) = xi,

(5.4)
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where xj ’s are fixed. Evolve this SDE with some time t > 0 and obtain ri(t) → x∗i as a
candidate position of particle i for the new sample.

Step 3 — Use φ2 to do the Metropolis rejection. Define

acc(xi, x
∗
i ) = min

1, exp
[
− β

∑
j:j 6=i

w2(φ2(x∗i − xj)− φ2(xi − xj))
] . (5.5)

With probability acc(xi, x
∗
i ), accept x∗i and set

xi ← x∗i . (5.6)

Otherwise, xi is unchanged. Then, a new sample {x1, · · · , xN} is obtained for the Markov
chain.

Note that the overdamped Langevin equation satisfies the detailed balance condition so
the above algorithm is a special case of the Metropolis-Hastings algorithm, thus can correctly
sample from the desired Gibbs distribution. Due to the short range of φ2, Step 3 can be done
in O(1) operations using some standard data structures such as the cell list [34, Appendix
F]. The idea is to use the random mini-batch approach to Step 2. Hence, one discretizes
the SDE with the Euler-Maruyama scheme [62, 80]. The interaction force is approximated
within the random mini batch idea. This gives the following algorithm.

Algorithm 7 (Random-batch Monte Carlo algorithm)

1: Split φ := φ1 + φ2 such that φ1 is smooth and with long range; φ2 is with short range.
Generate N initial particles; choose Ns (the total number of samples), p > 1, m ≥ 1

2: for n in 1 : Ns do
3: Randomly pick an index i ∈ {1, · · · , N} with uniform probability
4: ri ← xi
5: for k = 1, · · · ,m do
6: Choose ξk, zk ∼ N (0, Id), ∆tk > 0 and let,

ri ← ri −∆tk

 ∇V (ri)

w(N − 1)
+

1

p− 1

∑
j∈ξk
∇φ1(ri − xj)

+

 
2∆tk

(N − 1)w2β
zk

7: end for
8: Let x∗i ← ri. Compute the following using cell list or other data structures:

α = min

1, exp
[
− β

∑
j:j 6=i

w2(φ2(x∗i − xj)− φ2(xi − xj))
]

9: Generate a random number ζ from uniform distribution on [0, 1]. If ζ ≤ α, set

xi ← x∗i

10: end for

It has been proved in [68] that the mini-batch approximation has the an error control
for the transition probability so that the method is correct with some systematic error. The
computational cost is O(1) for each iteration and the efficiency could be higher since there
is no rejection in Step 2.

We now present a numerical result from [68] to illustrate the efficiency of RBMC. Con-
sider the Dyson Brownian motion [31] :

dλj(t) = −λj(t) dt+
1

N − 1

∑
k:k 6=j

1

λj − λk
dt+

1√
N − 1

dWj , j = 1, · · · , N, (5.7)
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where {λj}’s represent the eigenvalues of certain random matrices (compared with the orig-
inal Dyson Brownian motion, N − 1 instead of N is used in (5.7); there is little effect due
to the replacement N → N − 1). In the limit N →∞, the distribution obeys the following
nonlocal PDE

∂tρ(x, t) + ∂x(ρ(u− x)) = 0, u(x, t) = π(Hρ)(x, t) = p.v.

∫
R

ρ(y, t)

x− y dy, (5.8)

where H(·) is the Hilbert transform on R, π = 3.14 · · · is the circumference ratio and p.v.
represents the Cauchy principal value. From this PDE, one finds that the limiting equation
(5.8) has an invariant measure, given by the semicircle law:

ρ(x) =
1

π

√
2− x2. (5.9)

Fig.6 shows the sampling results of RBMC and MH methods for empirical measures with
particles from the joint distribution

π(dx) ∝ exp

Ñ
−
(N − 1

2

∑
i

x2
i −

∑
i<j

ln |xi − xj |
)é

,

which is the invariant measure for the interacting particle system (5.7). The empirical
measure is expected to be close to the semicircle law when N is large enough. In the
simulations, the particle number was fixed as N = 500. In the RBMC, the splitting was
done for ln r at r = 0.01, and the time step was chosen as ∆t = 10−4. The MH algorithm
uses a certain Gaussian proposal for the random movement of a chosen particle. The left
panel of Fig. 6 shows that both methods yield results that agree with the semicircle law
reasonably well. The right panel plots the relative error with respect to the semicircle law
versus CPU time. Clearly, the RBMC method only needs 10% of the time for the MH
method to get the error tolerance considered.
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Figure 6: (Left) Empirical densities with 1e7 sampling iterations (1e7N sample points). The
blue curve is the analytical curve given by the semicircle law (5.9). (Right) error versus CPU
time.

5.2 RBM-SVGD: a stochastic version of stein variational gradient
descent

Suppose that one is interested in some target probability distribution with density π(x)
(x ∈ Rd). In SVGD, one sets V = − log π, chooses some symmetric positive definite kernel
K(x, y) and solves the following ODE system for given initial points {ri(0)}Ni=1 (see [72, 71]):

ṙi =
1

N

N∑
j=1

∇yK(ri, rj)−
1

N

N∑
j=1

K(ri, rj)∇V (rj), i = 1, · · · , N, (5.10)
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where N is the number of particles for the sampling purpose. The subindex “y” in ∇y means
that the gradient is taken with respect to the second variable in K(·, ·); i.e. ∇yK(ri, rj) :=
∇yK(x, y)|(x,y)=(ri,rj). When t is large enough, the empirical measures constructed using

{ri(t)}Ni=1 is expected to be close to π, i.e.

1

N

N∑
i=1

δ(x− ri(t)) ≈ π(x) dx, t� 1.

SVGD provides consistent estimation for generic distributions as Monte Carlo methods
do, but it seems to be more efficient than some Monte Carlo methods in practice level
for approximating the desired measure, when the number of particles is small [72, 24].
Interestingly, it reduces to the maximum a posterior (MAP) method when N = 1 [72].

The ODE system (5.10) clearly is an interacting particle system but now the interaction
kernel is no longer translation invariant and is not symmetric. The kernel can even grow as
|ri − rj | → ∞. Clearly, for such systems, RBM is applicable. Applying the RBM to this
special kernel and using any suitable ODE solvers, one gets a class of sampling algorithms,
which is called RBM-SVGD in [66]. The discrete algorithm (with possible variant step size)
is shown in Algorithm 8. Clearly, the complexity is O(pN) for each iteration.

Algorithm 8 RBM-SVGD

1: for k in 0 : NT − 1 do
2: Divide {1, 2, . . . , pn} into n batches randomly.
3: for each batch Cq do
4: For all i ∈ Cq,

r
(k+1)
i ← r

(k)
i +

1

N

(
∇yK(r

(k)
i , r

(k)
i )−K(r

(k)
i , r

(k)
i )∇V (r

(k)
i )
)
ηk + Φk,iηk,

where

Φk,i =
N − 1

N(p− 1)

∑
j∈Cq,j 6=i

Ä
∇yK(r

(k)
i , r

(k)
j )−K(r

(k)
i , r

(k)
j )∇V (r

(k)
j )
ä
. (5.11)

5: end for
6: end for

Here, NT is the number of iterations and {ηk} is the sequence of time steps, which play
the same role as learning rate in SGD [11, 13]. For some applications, one may simply
set ηk = η � 1 to be a constant and get relatively good results. However, in many high
dimensional problems, choosing ηk to be constant may yield divergent sequences [87]. One
may decrease ηk to obtain convergent data sequences. For example, one may simply choose
ηk = 1/k as in SGD. Another frequently used strategy is the AdaGrad approach [26, 95].

We recall the gradient flow under the so-called “Stein metric” in the space of probability
measures [71, 36]:

∂tρ = ∇ ·
Å
ρK ∗ (ρ∇δE

δρ
)

ã
, (5.12)

where K ∗ g =
∫
K(x, y)g(y) dy. Consider taking the energy functional as the Kullback-

Leibler (KL) divergence between ρ and the target distribution π, where KL divergence is
also known as the relative entropy defined by

KL(µ||ν) = EY∼µ log

Å
dµ

dν
(Y )

ã
. (5.13)

Here dµ
dν is the well-known Radon-Nikodym derivative. Then, equation (5.12) becomes

∂tρ = ∇ · (ρK ∗ (ρ∇V +∇ρ)). (5.14)
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It is easy to see that π ∝ exp(−V ) is invariant under this PDE. See [71, 73] for some relevant
studies.

The above theory encounters difficulty for empirical measures because the KL divergence
is simply infinity. One benefit of the of the “Stein metric” is that the gradient may be
moved from ∇ρ onto the kernel K(x, y) so that the flow (5.12) becomes (5.10), which is
then well-defined. In fact, if {ri} solves the ODE system (5.10), then the corresponding
empirical measure is a measure solution to (5.14) (see [73, Proposition 2.5]). Hence, one
may reasonably expect that (5.10) will give approximation for the desired distribution π.
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Figure 7: Test accuracy on the Covertype dataset

For numerical illustration, we take an example from [66]. Consider the logistic regres-
sion for binary classification on the Covertype dataset, with 581012 data points and 54
features [38]. The inference is applied on posterior p(x|D) with the parameter x = [w, logα]
being of dimension 55. Here, D is 80% of the data and the remaining data were used for
test. Figure 7 shows the performance of SVGD and RBM-SVGD with N = 512 particles and
kernel K(x, y) = k(x− y) for a Gaussian kernel k(·). Clearly, RBM-SVGD gives comparable
results with SVGD, both results being as good as some traditional methods.

Table 2 shows the CPU time and speedup of RBM-SVGD. Clearly, for comparable results,
RBM-SVGD is more efficient.

Table 2: Average runtime of 6000 iterations

RBM-SVGD SVGD

p 2 4 8 16 32 128 512

Runtime(s) 8.59 11.24 16.28 26.15 21.66 19.42 47.01
Speedup 5.5x 4.2x 2.9x 1.8x 2.2x 2.4x

6 Agent-based models for collective dynamics

Collective behaviors of self-propelled particles (agents) are ubiquitous in nature, for example,
synchronous flashing of fireflies and pacemaker cells, swarming of fish, flocking of birds and
herding of sheep. We refer to [1, 19, 81, 92, 98] for survey articles and related literature.

While the RBM was introduced as an efficient algorithm for interacting particle systems,
one can also view it as a (random) model of the underlying problem, which takes into account
only a small number of interactions randomly at discrete time steps. Two natural questions
arise with such models: (a) How accurate are these “new” random models compared to the
original, full batch models? (b) Do these random models still capture the main features of

21



the original model, such as the collective or long time behavior, and under what conditions?
Here we review some recent results that address these issues for two representative problems,
the Cucker-Smale model for flocking and the consensus model.

6.1 The Cucker-Smale model

We begin with the Cucker-Smale (CS) model [19]:

dxi
dt

= vi, t > 0, i = 1, . . . , N,

dvi
dt

=
κ

N − 1

∑
j:j 6=i

ψ(|xj − xi|)(vj − vi),

(xi(0),vi(0)) = (xini , v
in
i ),

(6.1)

where xi and vi are the position and velocity of the i-th CS particle, respectively, κ is
the non-negative coupling strength and ψ, the communication weight measuring mutual
interactions between agents, is positive, bounded, and Lipschitz continuous and satisfies the
monotonicity conditions:

0 ≤ ψ(r) ≤ ψM , ∀ r ≥ 0, ‖ψ‖Lip <∞,
(ψ(r1)− ψ(r2))(r1 − r2) ≤ 0, r1, r2 ∈ R+.

(6.2)

Here ψM > 0 is a constant. The emergent dynamics of (6.1), flocking, in which all particles
will eventually stay in a bounded domain with the same velocity, has been extensively studied
in literature [46, 47].

Consider the RBM-approximation for (6.1):

dx̃i
dt

= ṽi, t ∈ [tm−1, tm), m = 1, 2, · · · ,
dṽi
dt

=
κ

p− 1

∑
j∈C(k)

i ,j 6=i

ψ(|x̃j − x̃i|)(ṽj − ṽi),

(x̃i(0), ṽi(0)) = (xini , v
in
i ), i = 1, . . . , N.

(6.3)

Assume that ψ is long-ranged:

1/ψ(r) = O(rβ) as r →∞ for some β ∈ [0, 1). (6.4)

For example, one can take

ψ(r) =
1

(1 + r2)β/2
, β ∈ [0, 1).

Then [44] establishes the following emergence of a global flocking: there exist positive con-
stants x̃∞ and C such that

sup
0≤t<∞

E
( 1

N2

N∑
i,j=1

|x̃i − x̃j |2
)
< x̃∞ and

E
( 1

N2

N∑
i,j=1

|ṽi − ṽj |2
)
≤ C exp

[
− C(p− 1)

(N − 1)(1 + ∆t)
t(1 + t)−β

]
,

(6.5)

where C depends only on ψ, β, κ and the initial data.
Furthermore, the following uniform-in-time error estimate was also proved: when ψ has

a positive lower bound ψ0,
ψ(r) ≥ ψ0 for r ≥ 0, (6.6)
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then

E
( 1

N

N∑
i=1

|ṽi(t)− vi(t)|2
)
≤ C∆t

Å
1

p− 1
− 1

N − 1

ã
+ C∆t2

+ C(1 + ∆t) exp(−κψ0t),

(6.7)

where the dependency of the constant C is the same as in (6.5).
Note that the positive lower bound assumption (6.6) corresponds to the case of β = 0

in the long-ranged communication (6.4). However, the third time-decaying term in the
right-hand side of (6.7) is independent of p and N .

6.2 Consensus models

Let qi ∈ Rd, 1 ≤ i ≤ N be a collection of agents that seek for a consensus, governed by the
Cauchy problem: 

dqi
dt

= νi +
κ

N − 1

∑
j 6=i

aijΓ(qj − qi), t > 0,

qi(0) = qini , i = 1, · · · , N,
(6.8)

where κ is a non-negative coupling strength and νi is the intrinsic velocity of the i-th agent.
Here Γ is an interaction function satisfying the following properties: there exists C1 > 0
such that

Γ ∈ C2(BC1
(0)), Γ(−q) = −Γ(q), ∀ q ∈ BC1

(0)). (6.9)

Here Br(x) is the open ball with radius r and center x. We assume, without loss of generality,
that the total sum is zero:

N∑
i=1

νi = 0,

and the adjacency matrix (aij)
N
i,j=1 represents the network structure for interactions between

agents satisfying symmetry and non-negative conditions:

aij = aji ≥ 0, 1 ≤ i, j ≤ N.

Note that the first term on the R.H.S. of (6.8) induces the ”dispersion effect” due to the
heterogeneity of νi. The second term in the R.H.S. of (6.8), modeled by the convolution type
consensus force, generates ”concentration effect”, The overall dynamics of (6.8) is determined
by the competitions between dispersion and concentration.

Below we present the study on RBM to this problem in [63]. Conisder the RBM-
approximation where the interaction term is approximated by the random mini-batch at
each time step. Then the relative state |q̃i − q̃j | for RBM aproximation can be unbounded
even if the original relative state |qi− qj | is uniformly bounded. Thus to balance dispersion
and interaction in the RBM, one also needs to apply the RBM in the dispersion part as well.
A sufficient framework leading to the uniform boundedness of relative states is to introduce
suitable decomposition of the dispersion term νi as a sum of N -dispersion terms ν̄ij :

ν̄ij = −ν̄ji, νi =
κ

N − 1

N∑
j=1

ν̄ij , i, j = 1, . . . , N. (6.10)

Then, the original Cauchy problem (6.8) is equivalent to the following problem:
dqi
dt

=
κ

N − 1

∑
j 6=i

(
νij + aijΓ(qj − qi)

)
, t > 0,

qi(0) = qini , i = 1, · · · , N,
(6.11)
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and the RBM samples dispersions and interactions proportionally,
dq̃i
dt

=
κ

p− 1

∑
j∈C(k)

i ,j 6=i

(
ν̄ij + aijΓ(q̃j − q̃i)

)
, t ∈ (tk, tk+1),

q̃i(0) = qini , i = 1, . . . , N, k = 0, 1, 2, . . . .

(6.12)

We first state the main result for the one-dimensional case. Assume that the coupling
function Γ is strongly dissipative in the sense that

(Γ(q1)− Γ(q)) · (q1 − q) ≈ |q1 − q|2, ∀ q, q1 ∈ [−C1, C1],

and also the full system (6.8) has an equilibrium Φ = (φ1, · · · , φN ) ∈ (−C1, C1)N with initial
data sufficiently close to Φ. The main result is the following uniform error estimate, under
the condition that the underlying network topology is connected strongly enough:

sup
0≤t<∞

[ 1

N

N∑
i=1

E|q̃i(t)− qi(t)|2
]
.
[
∆t

Å
1

p− 1
− 1

N − 1

ã
+ ∆t2

]
.

For the multi-dimensional setting with qi ∈ Rd, the same error analysis can be obtained
under one more extra assumption, which guarantees that the states Q := (q1, · · · , qN ) and
Q̃ := (q̃1, · · · , q̃N ) are confined in the symmetric interval.

Now, we give two main results on the emergent dynamics of (6.12) proved in [43]. In-
troduce two functionals for Q̃ = (q̃1, · · · , q̃N ):

M2(Q̃) :=
1

N

N∑
j=1

|q̃j |2, D(Q̃) := max
1≤i,j≤N

|q̃i − q̃j |.

The first main result is concerned with the exponential decay of the second moment of q̂Ri :
there exists a positive constant Λ1 = Λ1(N,P, τ, κ, L1) satisfying

E
(
M2(Q̃(t))

)
≤ e−Λ1tE

(
M2(Q̃(0))

)
, t ≥ 0.

The second main result deals with almost sure (a.s.) convergence of Q̃: there exists a
positive constant Λ2 = Λ2(N,P, τ, κ, L1, L2) such that

D(Q̃(t)) ≤ D(Q̃(0))Ce−Λ2t, t ≥ 0.

We remark that although the exponential decay rates in above results depend on N ,
numerical results in [43] show that the decay rates are in not sharp, and they are independent
of N .

7 Quantum dynamics

In this section, we have a review of the applications of RBM to interacting particles in the
quantum regime. In particular, we first present and comment on the convergence results of
RBM applied to the N -body Schrödinger equation in [41], and then have a review of the
application of RBM to quantum Monte Carlo (QMC) methods in [57].

7.1 A theoretical result on the N-body Schrödinger equation

The first principle computation is based on solving for complex-valued wave function ΨN ≡
ΨN (t, x1, . . . , xN ) ∈ C of the N -body Schrödinger equation

i~∂tΨN (t, x1, . . . , xN ) = HNΨN (t, x1, . . . , xN ) , ΨN

∣∣
t=0

= Ψin
N (7.1)
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where t ≥ 0 is the time while xm ∈ Rd(1 ≤ m ≤ N) is the position of the mth particle, HN
is the quantum Hamiltonian for N identical particles with unit mass:

HN :=

N∑
m=1

− 1
2~

2∆xm + 1
N−1

∑
1≤`<n≤N

V (x` − xn) , (7.2)

while ~ is the reduced Planck constant. The N particles in this system interact via a binary
(real-valued) potential V assumed to be even, bounded and sufficiently regular (at least of
class C1,1 on Rd). The coupling constant 1

N−1 is chosen in order to balance the summations

in the kinetic energy (involving N terms) and in the potential energy (involving 1
2N(N − 1)

terms).
When solving (7.1), the computation is exceedingly expensive due to the smallness of ~,

which requires small time steps ∆t and small mesh sizes of order ~ for the convergence of the
numerical scheme, due to the oscillation in the wave function ΨN with frequency of order
1/~ (see [6, 58]). On top of this, any numerical scheme for (7.1) requires computing, at each
time step, the sum of the interaction potential for each particle pair in the N -particle system,
which needs O(N2) operations. The RBM described below reduces the computational cost
to O(N) per time-step.

Below we follow the presentation of [41]. Assume for simplicity that N ≥ 2 is an even
integer. Let σ1, σ2, . . . , σj , . . . be a mutually independent and uniformly distributed random
sequence of permutations. Each permutation σ ∈ SN defines a partition of {1, . . . , N} into
N/2 batches of two indices:

{1, . . . , N} =

N/2⋃
k=1

{σ(2k − 1), σ(2k)} .

Set

Tt(`, n) :=

{
1 if {`, n} =

¶
σ[ t∆t ]+1(2k−1), σ[ t∆t ]+1(2k)

©
for some k ≤ N

2 ,

0 otherwise,
(7.3)

and consider the time-dependent random batch Hamiltonian‹HN (t) :=

N∑
m=1

− 1
2~

2∆xm +
∑

1≤`<n≤N
Tt(`, n)V (x` − xn) . (7.4)

The RBM then solves the random batch Schrödinger equation

i~∂t‹ΨN (t, x1, . . . , xN ) = ‹HN (t)‹ΨN (t, x1, . . . , xN ) , ‹ΨN

∣∣
t=0

= ‹Ψin
N . (7.5)

Clearly, for each time step the cost of computing the interaction potential is reduced from
O(N2) to O(N).

As we have seen, RBM is known to converge in the case of classical dynamics. It is
therefore natural to seek an error estimate for the quantum RBM method. The major
difficulty here is to obtain an error estimate that is independent of ~ and N .

7.1.1 Mathematical Setting and Main Result

It will be more convenient to carry out the analysis on the corresponding von Neumann
equations

i~∂tRN (t) = HNRN (t)−RN (t)HN =: [HN , RN (t)] , RN (0) = RinN . (7.6)

Here we denote H := L2(Rd;C) and HN = H⊗N ' L2((Rd)N ;C) for each N ≥ 2. The
algebra of bounded operators on H is denoted by L(H), while L1(H) ⊂ L(H) and L2(H)
are respectively the two-sided ideals of trace-class and Hilbert-Schmidt operators on H. The
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operator norm of A ∈ L(H) is denoted ‖A‖. A density operator on H is a trace-class operator
R on H such that

R = R∗ ≥ 0 and traceH(R) = 1 .

The set of density operators on a separable Hilbert space H is henceforth denoted D(H).
The random batch von Neumann equation is

i~∂tR̃N (t) = [‹H(t), R̃N (t)] , R̃N (0) = RinN . (7.7)

In order to find an error estimate for the RBM that is independent of the particle
number N , one first needs to define in terms of RN (t) and R̃N (t) quantities of interest to be
compared that are independent of N . A common practice when considering large systems
of identical particles is to study the reduced density operators, which unfortunatey does
not lead to N -independent error estimates [41]. Assume that RinN has an integral kernel
rin ≡ rin(x1, . . . , xN ; y1, . . . , yN ) satisfying the symmetry

rin(x1, . . . , xN ; y1, . . . , yN ) = rin(xσ(1), . . . , xσ(N); yσ(1), . . . , yσ(N)) (7.8)

for each permutation σ ∈ SN . Then, for each t ≥ 0, the N -body density operator
RN (t) solution of (7.6) satisfies the same symmetry, i.e. its integral kernel of the form
r(t;x1, . . . , xN ; y1, . . . , yN ) also satisfies

r(t;x1, . . . , xN ; y1, . . . , yN ) = r(t;xσ(1), . . . , xσ(N); yσ(1), . . . , yσ(N)) (7.9)

for each permutation σ ∈ SN . The 1-particle reduced density operator of RN (t) ∈ D(HN )
is RN,1(t) ∈ D(H) defined by the integral kernel

r1(t, x, y) :=

∫
(Rd)N−1

r(t;x, z2, . . . , zN ; y, z2, . . . , zN )dz2 . . . dzN . (7.10)

Even if RinN satisfies the symmetry (7.8), in general R̃N (t) does not satisfy the symmetry
analogous to (7.9) for t > 0 (with r replaced with r̃, an integral kernel for R̃N (t)) because
the random batch potential ∑

1≤`<n≤N
Tt(`, n)V (x` − xn)

is not invariant under permutations of the particle labels. For that reason, the 1-particle
reduced density operator of R̃N (t) one needs is R̃N,1(t) ∈ D(H) defined for all t > 0 by the
integral kernel

r̃1(t, x, y) :=
1

N

N∑
j=1

∫
(Rd)N−1

r̃(t;Zj,N [x], Zj,N [y])dẐj,N , (7.11)

with the notation

Zj,N [x] := z1, . . . , zj−1, x, zj+1 . . . , zN , dẐj,N = dz1 . . . dzj−1dzj+1 . . . dzN .

(Obviously (7.11) holds with r1 and r in the place of r̃1 and r̃ respectively because of the
symmetry (7.9).)

We also need to introduce the Wigner functions of the density operators RN (t) and

R̃N (t). Let s ≡ s(x, y) ∈ L2(Rd × Rd) be an integral kernel of operator S ∈ L2(H). Then
the Wigner function of S is defined by the formula

W~[S](x, ·) := 1
(2π)d

F
(
y 7→ s(x+ 1

2~y, x− 1
2~y)

)
for a.e. x ∈ Rd , (7.12)

where F is the Fourier transform on L2(Rd).
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For each integer M ≥ 1, we also introduce the dual norm

|||f |||−M :=sup


∣∣∣∣∫∫

Rd×Rd
f(x, ξ)a(x, ξ)dxdξ

∣∣∣∣
∣∣∣∣∣∣∣
a ∈ Cc(Rd × Rd) , and

max
|α|,|β|≤M
|α|+|β|>0

‖∂αx ∂βξ a‖L∞(Rd×Rd)≤1

 .

(7.13)

The main results in [41] is the following theorem.

Theorem 7.1. Assume that N ≥ 2 and that V ∈ C(Rd) is a real-valued function such that

V (z) = V (−z) for all z ∈ Rd , lim
|z|→+∞

V (z) = 0 , and

∫
Rd

(1 + |ω|2)|F(V )(ω)|dω <∞ .

Let RN,1(t) and R̃N,1(t) be the single-particle reduced density operators defined in terms of
RN (t) and RRN (t) respectively by (7.10). Then there exists a constant γd > 0 depending only
on the dimension d of the configuration space such that, for each t > 0, one has

|||W~[ER̃N,1(t)]−W~[RN,1(t)]|||−[d/2]−3

≤ 2γd∆te
6tmax(1,

√
dL(V ))Λ(V )(2 + 3tΛ(V ) max(1,∆t) + 4

√
dL(V )t∆t) , (7.14)

where

L(V ) := 1
(2π)d

∫
Rd
|ω|2|V̂ (ω)|dω , Λ(V ) := 1

(2π)d

∫
Rd

d∑
µ=1

|ωµ||V̂ (ω)|dω ,

with ων the ν-th component of ω.

This error estimate gives an error independent of ~ and N . It was also pointed out in
[41] that the error bound obtained in above theorem is small as ∆t→ 0, even for moderate
values of N for which the factor 1

N−1 is insignificant. Therefore the result applies to N -

body quantum Hamiltonians without the 1
N−1 normalization of the interaction potential, as

a simple corollary for each finite value of N ≥ 2.

Remark 7.1. Note that the dual norm (7.13) is a kind of weak norm. The error bound
O(∆t) is consistent with the weak error estimate in [54].

7.2 Quantum Monte-Carlo methods

Computing the ground state energy of a many-body quantum system is a fundamental
problem in chemistry. An important tool to determine the ground state energy and electron
correlations is the quantum Monte Carlo (QMC) method [94, 4].

Consider the Hamiltonian,

H =

N∑
i=1

− ~2

2m
4xi +

∑
i 6=j

W (xi − xj) +

N∑
i=1

Vext(xi). (7.15)

Here Vext is the external potential given by

Vext(xi) =

M∑
α=1

U(xi −Rα), (7.16)

where Rα, for instance, can be the position of an atom.
Up to some global phase factor, the ground state takes real values and is nonnegative

everywhere. The ground state and the corresponding eigenvalue can be obtained via the
Rayleigh quotient,

E = min
ΦN

∫
(R3)N

ΦNHΦNdx∫
(R3)N

|ΦN |2dx
, (7.17)
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where the minimizer ΦN corresponds to the ground state wave function. The main compu-
tational challenge here is the curse of dimensionality due to the high dimensional integral.

In the variational Monte Carlo (VMC) framework, the ground state is approximated
by selecting an appropriate ansatz ΦN ≈ Φ0. Traditionally, Φ0 is constructed using the
one-body wave functions, by taking into the effect of particle correlations described by the
Jastrow factors [32]. For example, in the Boson systems like the liquid Helium interacting
with a graphite surface [78, 97, 84], the following ansatz has been proven successful,

Φ0 = e−J(x)ΠN
i=1φ(xi), J(x) =

1

2

∑
i,j:i6=j

u(|xi − xj |), u(r) =
(a
r

)5

+
b2

r2 + c2
. (7.18)

The non-negative one-particle wave function is often taken as

φ(xi) =

M∑
α=1

e−θ(xi−Rα), (7.19)

for some function θ. This form has been used in [97] and the parameters were obtained
by solving a one-dimensional Schrödinger equation. With the approximation of ΦN being
fixed, the multi-dimensional integral is then interpreted as a statistical average. In fact,
introducing the probability density function (PDF),

p(x) ∝ |Φ0(x)|2, (7.20)

the ground state energy is the average of Etot under p(x), where

Etot(x) =
HΦ0

Φ0
. (7.21)

Hence, E can be computed by a Monte Carlo procedure, and such a method is called the
VMC, which is a typical QMC method.

In the VMC methods, the ground state is not updated. Instead, one may use another
QMC method–the diffusion Monte Carlo (DMC) method [3, 85]–to compute the ground
state and the energy. In particular, one solves a pseudo-time Schrödinger equation (TDSE)
which is a parabolic equation [85]

∂tΨN = (ET −HN )ΨN . (7.22)

Here, t represents a fictitious time. The energy shift ET is adjusted on-the-fly based on the
change of magnitude of the wave function. Instead of solving (7.22) directly, it is often more
practical to find f(r, t) with

f(x, t) = ΨN (x, t)Φ0(x). (7.23)

By choosing ΨN (x, 0) = Φ0(x), f(x, 0) = |Φ0|2 ∝ p(x). Hence, a VMC method may be used
to initialize f(x, t). Clearly, f solves the following differential equation [85],

∂tf = −∇ ·
(~2

m
v(x)f

)
+

~2

2m
∇2f −

(
ET − Etot(x)

)
f, (7.24)

where v = (v1, · · · , vN ) ∈ RNd and

vi(x) = ∇ log φ(xi)−
∑
j:j 6=i

∇xiu(|xi − xj |).

The average energy E(t) is then defined as a weighted average,

E(t) =

∫
(R3)N

f(x, t)Etot(x)dx∫
(R3)N

f(x, t)dx

, (7.25)
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where the correctness can be seen by E(t) =
∫

ΨNHΦ0dx/

∫
ΨNΦ0dx. If ΨN is close to

the eigenstate, this will be close to E.
The key observation is that the dynamics (7.24) can be associated with a stochastic

process, in which the particles are experiencing birth/death while driven by drift velocity
and diffusion. This process can be implemented by a number of walkers together with
birth/death processes [3, 85].

7.2.1 The Random Batch Method for VMC

With (7.18), the density (7.20) can be found as

p(x) ∝ e−2V , V = − ln Ψ0 = −
∑
i

log φ(xi) +
1

2

∑
i

∑
j 6=i

u(|xi − xj |), (7.26)

and the total energy can be expressed as

Etot(x) = − ~2

2m
4V − ~2

2m
‖∇V ‖2 +

∑
i 6=j

W (xi − xj) +

N∑
i=1

M∑
α=1

U(xi −Rα). (7.27)

To sample from p(x), one may make use of the Markov chain Monte Carlo (MCMC)
methods. Consider the over-damped Langevin dynamics,

dri = ∇ log φ(ri)dt−
∑
j:j 6=i

∇riu(|ri − rj |)dt+ dWi(t), 1 ≤ i ≤ N. (7.28)

Under suitable conditions [76], the dynamical system with potential given by (7.26) is ergodic
and the PDF p(x) in (7.26) is the unique equilibrium measure of (7.28). By the classical
Euler-Maruyama method ([62]), the underdamped Langevin can be discretized to a Markov
Chain:

ri(t+∆t) = ri(t)+∇ log φ(ri)∆t−
∑
j 6=i
∇riu(|ri(t)−rj(t)|)∆t+∆Wi, 1 ≤ i ≤ N, (7.29)

where ∆Wi is again sampled from N (0,∆t). It is clear that O(M + N) operations should
be taken for each particle at each time step.

The cost of the above MCMC is high. The strategy in [57] is to apply a RBM strategy
with replacement. In particular, at each step, one randomly picks two particles, i and j,
and compute their interactions, ∇riu(|ri − rj |), then updates their positions as follows,®

ri(t+ ∆t) = ri(t) +∇ log φ(ri)∆t+ (N − 1)∇riu(|ri − rj |)∆t+ ∆Wi,

rj(t+ ∆t) = rj(t) +∇ log φ(rj)∆t+ (N − 1)∇rju(|ri − rj |)∆t+ ∆Wj .
(7.30)

For the one-body term ∇ log φ(ri),

∇ log φ(ri) =

M∑
α=1

−∇θ(ri −Rα)qiα, qiα =
e−θ(ri−Rα)∑M
β=1 e

−θ(ri−Rβ)
, (7.31)

where the coefficients qiα’s are non-negative and
∑
α q

i
α = 1. To reduce the cost, one may

further use a direct Monte-Carlo method: pick just one term α randomly. Specifically,
assume that one starts with α and computes eold = θ(ri − Rα), and then one randomly
picks 1 ≤ β ≤M , and computes enew = θ(ri −Rβ). β is accepted with probability

pacc ∝ exp
[
− (enew − eold)

]
. (7.32)

For the detailed algorithm see [57]. As a result of the random sampling of the one- and

two-body interactions, updating the position of each particle only requires O(1) operations
per time-step. Another practical issue emerges when the interaction u(|x|) has a singularity
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near zero. One can use the splitting idea as mentioned in section 4.1, i.e., applying RBM
only to the long-range smooth part.

It was shown in [57] that the above random batch algorithm, when applied to one batch
of two particles, has the same accuracy as the Euler-Maruyama method over a time step of
2∆t/N. One full time step in Euler-Maruyama method corresponds to N/2 such steps in the
random batch algorithm. This corresponds to the random batch method with replacement.

We show a numerical experiment performed in [57] on 4He atoms interacting with a two-
dimensional lattice. The CPU times taken to move the 300 Markov chains for 1000 steps
were compared. In this comparison, the cost associated with the energy calculations was
excluded in the random batch and Euler-Maruyama methods. From Table 3, one clearly
sees that the RBM is more efficient than the Euler-Maruyama method. It is much more
efficient than the random walk Metropolis-Hastings algorithm, mainly because the latter
method requires the calculation of the energy at every step.

Table 3: CPU times (seconds) for several VMC methods.

Random
Walk
Metropolis-
Hastings

Euler-
Maruyama

Random
Batch

CPU time for a 1000-step sampling period 1503 469 54

7.2.2 The Random Batch Method for DMC

Viewing (7.24), one may consider an ensemble of L copies of the system, also known as
walkers [3]. For each realization, one first solves the SDEs corresponding to the drift and
diffusion, which is the same as the overdamped Langevin as in VMC up to a time scaling.
Hence, the same Random Batch Algorithm in the VMC can be used for this part.

The relaxation term −(ET − Etot)f is then done by using a birth/death process to
determine whether a realization should be removed or duplicated. For each walker, one
computes a weight factor,

w(t+ ∆t) = exp
[
∆t
(
ET − 1

2 (Etot(r) + Etot(r
′))
)]
. (7.33)

This weight determines how the walker should be removed or duplicated. See [57] for
more details. The primary challenge is that computing the energy at each step requires
O((N + M)N) operations in order to update the position of N particles. To reduce this
part of the computation cost, one rewrites the total energy as

Etot(r) =

N∑
i=1

E1(ri) +
∑

1≤i<j≤N
E2(ri, rj) +

∑
1≤i<j<k≤N

E3(ri, rj , rk), (7.34)

where

E1(ri) = − ~2

2m
∇2 lnφ(ri)−

~2

2m
|∇ lnφ(ri)|2 +

M∑
α=1

U(ri −Rα),

E2(ri, rj) = −~2

m
∇2 lnu(rij) +

~2

m

(
∇ lnφ(ri)−∇ lnφ(rj)

)
· ∇u(rij) +

~2

m
|∇u(rij)|2 +W (rij),

E3(ri, rj , rk) =
~2

m

[
∇u(rij) · ∇u(rik) +∇u(rji) · ∇u(rjk) +∇u(rki) · ∇u(rkj)

]
.

(7.35)

Here, rij = ri − rj and rij = |rij |. The three-body terms arise because of the ‖∇V ‖2 term
in (7.27).

In the random batch algorithm proposed in [57], one randomly picks a batch CI with
three particles: CI = {i, j, k}. One first updates the position of the three particles (drift and
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diffusion) by solving the overdamped Langevin dynamics using the random batch algorithm
with batch size 3. Then, one then defines a local energy,

EI(ri, rj , rk) =E1(ri) + E1(rj) + E1(rk)

+ N−1
2

[
E2(ri, rj) + E2(rj , rk) + E2(rk, ri)

]
,

+ (N−1)(N−2)
2 E3(ri, rj , rk).

(7.36)

where in E1, the sum
∑M
α=1 can be further reduced by a mini-batch strategy. Computing

this local energy is clearly O(1). To avoid frequent removal and duplication of walkers, the
branching process is applied after N/3 batches of particles are updated. In this case, the
weight function is defined by collecting the local energy from each batch (denoted by Im
here),

w(r) = exp
î
∆t
(
ET − ‹Etot

)ó
, ‹Etot =

N/3∑
m=1

EIm . (7.37)

Because of the smallness of ∆t, the expectation of wI equals w(t+ ∆t) modulus an error of
O(∆t2). See [57] for the verification using the Green’s functions.

The detailed algorithm can be found in [57] and we omit it here. Now we show a test
of the RBM-DMC algorithm conducted in [57], which compares the results with the direct
DMC method. For the initialization, a VMC method using the ansatz (7.18) for the wave
function Φ0 was first applied. The random walk Metropolis-Hastings Monte Carlo method is
used in both methods so that they start at the same states. 300 ensembles are created by sub-
sampling one sample out of every 500 steps from the VMC runs to avoid correlations among
the ensembles. For both methods, ∆t = 10−4 was used and 200, 000 steps of simulations
were run. The CPU run-time is recorded for various system sizes. More specifically, the
system size is increased from the original 168 particles, to N = 378, N = 672 and N = 1050
particles, and in each case, the direct DMC and the RBM-DMC were run for 1000 steps. As
shown in Figure 8, the CPU time for the direct DMC method increases much more rapidly
as N increases.

Figure 8: A comparison of the CPU runtime (in seconds) for running 1000 steps of DMC.
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équations aux dérivées partielles, 9:1–47, 2003.

[41] F. Golse, S. Jin, and T. Paul. The random batch method for n-body quantum dynamics.
J. Comp. Math., To appear.

[42] L. Greengard and V. Rokhlin. A fast algorithm for particle simulations. J. Comput.
Phys., 73:325–348, 1987.

[43] S.-Y. Ha, S. Jin, D. Kim, and D. Ko. Convergence toward equilibrium of the first-order
consensus model with random bath interactions. preprint.

[44] S.-Y. Ha, S. Jin, D. Kim, and D. Ko. Uniform-in-time error estimate of the random
batch method for the cucker-smale model. Math. Model Methods Appl. Sci., to appear.

[45] S.-Y. Ha and Z. Li. Complete synchronization of Kuramoto oscillators with hierarchical
leadership. Communications in Mathematical Sciences, 12(3):485–508, 2014.

[46] S.-Y. Ha and J.-G. Liu. A simple proof of the Cucker-Smale flocking dynamics and
mean-field limit. Commun. Math. Sci., 7(2):297–325, 2009.

[47] S.-Y. Ha and E. Tadmor. From particle to kinetic and hydrodynamic descriptions of
flocking. arXiv preprint arXiv:0806.2182, 2008.

[48] W. K. Hastings. Monte Carlo Sampling Methods Using Markov Chains and Their
Applications. Oxford University Press, 1970.

[49] B. Hetenyi, K. Bernacki, and B. J. Berne. Multiple ”time step” Monte Carlo. J. Chem.
Phys., 117(18):8203–8207, 2002.

[50] W. G. Hoover. Canonical dynamics: Equilibrium phase-space distributions. Physical
review A, 31(3):1695, 1985.

[51] D. Horstmann. From 1970 until present: the Keller-Segel model in chemotaxis and its
consequences. Jahresber. Dtsch. Math.-Ver., 105:103–165, 2003.

[52] S. Jin and L. Li. On the mean field limit of the Random Batch Method for interacting
particle systems. Science China Mathematics, pages 1–34, 2021.

[53] S. Jin, L. Li, and J.-G. Liu. Random Batch methods (RBM) for interacting particle
systems. Journal of Computational Physics, 400:108877, 2020.

[54] S. Jin, L. Li, and J.-G. Liu. Convergence of the random batch method for interacting
particles with disparate species and weights. SIAM Journal on Numerical Analysis,
59(2):746–768, 2021.

34



[55] S. Jin, L. Li, and Y. Sun. On the Random Batch Method for second order interacting
particle systems. arXiv preprint arXiv:2011.10778, 2020.

[56] S. Jin, L. Li, Z. Xu, and Y. Zhao. A random batch Ewald method for particle systems
with Coulomb interactions. arXiv preprint arXiv:2010.01559, 2020.

[57] S. Jin and X. Li. Random batch algorithms for quantum Monte Carlo simulations.
Commun. Comput. Phys., 28(5):1907–1936, 2020.

[58] S. Jin, P. Markowich, and C. Sparber. Mathematical and computational methods for
semiclassical Schrödinger equations. Acta Numerica, 20:121–209, 2011.

[59] J. K. Johnson, J. A. Zollweg, and K. E. Gubbins. The Lennard-Jones equation of state
revisited. Molecular Physics, 78(3):591–618, 1993.

[60] M. H. Kalos and P. A. Whitlock. Monte Carlo methods. John Wiley & Sons, 2009.

[61] K. Kawasaki. Simple derivations of generalized linear and nonlinear Langevin equations.
Journal of Physics A: Mathematical, Nuclear and General, 6(9):1289, 1973.

[62] P. E. Kloeden and E. Platen. Numerical solution of stochastic differential equations,
volume 23. Springer Science & Business Media, 2013.

[63] D. Ko, S.-Y. Ha, S. Jin, and D. Kim. Uniform error estimates for the Random Batch
Method to the first-order consensus models with anti-symmetric interacting kernels.
Studies Appl. Math., to appear.

[64] D. Ko and E. Zuazua. Model predictive control with random batch methods for a
guiding problem. Mathematical Models and Methods in Applied Sciences, To appear.
arXiv preprint arXiv:2004.14834.

[65] J.-M. Lasry and P.-L. Lions. Mean field games. Japanese journal of mathematics,
2(1):229–260, 2007.

[66] L. Li, Y. Li, J.-G. Liu, Z. Liu, and J. Lu. A stochastic version of Stein variational
gradient descent for efficient sampling. Communications in Applied Mathematics and
Computational Science, 15(1):37–63, 2020.

[67] L. Li, J.-G. Liu, and Y. Tang. A direct simulation approach for the Poisson-Boltzmann
equation using the Random Batch Method. arXiv preprint arXiv:2004.05614, 2020.

[68] L. Li, Z. Xu, and Y. Zhao. A random-batch Monte Carlo method for many-body
systems with singular kernels. SIAM Journal on Scientific Computing, 42(3):A1486–
A1509, 2020.

[69] J. Liang, P. Tan, Y. Zhao, H. Liu, L. Li, S. Jin, L. Hong, and Z. Xu. Linear scalable
algorithm to calculate coulomb interaction. preprint, In preparation.

[70] Evgenii Mikhailovich Lifshitz and Lev Petrovich Pitaevskii. Statistical physics: theory
of the condensed state, volume 9. Elsevier, 2013.

[71] Q. Liu. Stein variational gradient descent as gradient flow. In Advances in neural
information processing systems, pages 3115–3123, 2017.

[72] Q. Liu and D. Wang. Stein variational gradient descent: A general purpose bayesian
inference algorithm. In Advances In Neural Information Processing Systems, pages
2378–2386, 2016.

[73] J. Lu, Y. Lu, and J. Nolen. Scaling limit of the stein variational gradient descent: The
mean field regime. SIAM J. Math. Anal., 51(2):648–671, 2019.

35



[74] B. A. Luty, M. E. Davis, I. G. Tironi, and W. F. Van Gunsteren. A comparison of
particle-particle, particle-mesh and Ewald methods for calculating electrostatic inter-
actions in periodic molecular systems. Mol. Simul., 14:11–20, 1994.

[75] M. G. Martin, B. Chen, and J. I. Siepmann. A novel Monte Carlo algorithm for
polarizable force fields: application to a fluctuating charge model for water. The Journal
of chemical physics, 108(9):3383–3385, 1998.

[76] J. C. Mattingly, A. M. Stuart, and D. J. Higham. Ergodicity for SDEs and approxi-
mations: locally Lipschitz vector fields and degenerate noise. Stochastic processes and
their applications, 101(2):185–232, 2002.

[77] H. P. McKean. Propagation of chaos for a class of non-linear parabolic equations.
Stochastic Differential Equations (Lecture Series in Differential Equations, Session 7,
Catholic Univ., 1967), pages 41–57, 1967.

[78] W. L. McMillan. Ground state of liquid he4. Physical Review, 138(2A):A442, 1965.

[79] N. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth, A. H. Teller, and E. Teller. Equa-
tion of state calculations by fast computing machines. J. Chem. Phys., 21(6):1087–1092,
1953.

[80] G. N. Milstein and M. V. Tretyakov. Stochastic numerics for mathematical physics.
Springer Science & Business Media, 2013.

[81] S. Motsch and E. Tadmor. Heterophilious dynamics enhances consensus. SIAM Review,
56(4):577–621, 2014.

[82] K. Nanbu. Direct simulation scheme derived from the Boltzmann equation. i. mono-
component gases. Journal of the Physical Society of Japan, 49(5):2042–2049, 1980.
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