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Abstract

This article considers Newtonian mechanical systems with potential functions admitting jump discontinuities. The focus is on an accurate and efficient numerical approximation of their solutions, which will be defined via the laws of reflection and refraction. Despite of the success of symplectic integrators for smooth mechanical systems, their construction for these discontinuous ones is nontrivial, and numerical convergence order can be impaired too. Several rather-useful numerical methods are proposed, including: a first-order symplectic integrator for general problems, a third-order symplectic integrator for problems with only one linear interface, arbitrarily high-order reversible integrators for general problems (no longer symplectic), and an adaptive time-stepping version of the previous high-order method. Interestingly, whether symplecticity leads to favorable long time performance is no longer clear due to discontinuity, as traditional Hamiltonian backward error analysis does not apply any more. Therefore, at this stage, our recommended default method is the last one. Various numerical evidence, on the order of convergence, long time performance, momentum map conservation, and consistency with the computationally-expensive penalty method, are supplied. A complex problem, namely Sauteed Mushroom, is also proposed and numerically investigated, for which multiple bifurcations between trapped and ergodic dynamics are observed.

1 Introduction

The developments of accurate and efficient integrators for simulating smooth Hamiltonian mechanical systems, as well as the associated theoretical analysis, have been a major triumph of contemporary numerical analysis (see e.g., [24, 72, 23, 56, 4]). Symplectic integrators (e.g., [22, 73]), for instance, are a celebrated class of numerical methods suitable for such systems. For example, explicit symplectic integrators have been
constructed, with arbitrarily high-order versions for both separable Hamiltonians (e.g., [15, 26, 80, 87]) and general, non-separable Hamiltonians [82]. Their explicitness and the ability to use relatively large timesteps lead to computationally efficient simulations (for stiff/multiscale problems, see also, e.g., [28, 74, 84, 85]), and the high-order, which has mostly been achieved by a powerful technique known as the splitting method (e.g., [63] for a review), yields high accuracy at least for short-time simulations. Moreover, favorable long-time properties of symplectic integrators have also been proved, including linear growth of error (for integrable systems, e.g., [10, 71]), near preservation of energy (e.g., [3]), and conservation of momentum maps associated with symmetries (e.g., [62]).

Central to many of these beautiful analyses is what is nowadays known as (Hamiltonian) backward error analysis (e.g., [34]). It views the iterations of a symplectic integrator as stroboscopic samples of the solution of a near-by Hamiltonian system, which is to be found and hopefully close to the original Hamiltonian. In addition, also worth noting is another class of useful methods for structured continuous systems, namely reversible integrators. This class often overlaps with symplectic integrators, although they are not always the same, and for them one can also establish long term accuracy via (reversible) backward error analysis under reasonable assumptions (see Chap.XI of [34]).

On the other hand, if the potential of a mechanical system has discontinuity, each corresponding to a potential barrier[1], most aforementioned results no longer hold. Even the sense in which one discusses the solution has to be defined, because the standard equations of motion known as the (canonical) Hamilton’s equation (i.e. $\dot{q} = \partial H/\partial p, \dot{p} = -\partial H/\partial q$) is ill-defined due to indifferiability of $V(q)$. Following [45, 40] (and also its higher-dimensional extension to curved interfaces [41], for Hamiltonian systems with discontinuous Hamiltonians [48], as well as an earlier such approach for well-balanced schemes for the shallow-water equations [70]), we will define a solution based on physical principle, or more precisely, using the classical idea of particle refraction and reflection (used in optics and derived rigorously from Maxwell’s equation [39]). See Fig. 1 for a simplified illustration and Fig. 2 for a more general case. This definition will be numerically shown (Sec.4.1 and 4.3) to be consistent with an alternative treatment termed as the penalty method (see Sec.1.1 for a brief discussion of the penalty method), which was also observed in [47].

In the previous works [45, 48], the proposed schemes were in general neither symplectic nor of high order accuracy. In fact, since the so-defined solution will exhibit discontinuity, in particular in the momentum variable, as a response to the discontinuity in the potential, these two discontinuities make the construction of a symplectic integrator, or even just a reversible integrator nontrivial. Designing high-order methods becomes even more challenging, as the splitting approach for boosting the convergence order will be shown no longer effective due to the discontinuity. Moreover, backward error analysis, either the one for symplectic integrators or the one for reversible integrators, fails as well, and long time performance guarantees are not proved any more.

[1]Here we assume one is simply interested in a Newtonian problem (i.e., $H(q, p) = ||p||^2/2 + V(q)$), which is a special case of separable Hamiltonian problems defined via $H(q, p) = K(p) + V(q)$, where $K$ and $V$ are respectively referred to as the kinetic and the potential energy).
In order to improve the numerical simulation for such singular Hamiltonian systems, we propose four numerical methods, each specializing in certain tasks. See Table 1. Properties of these methods are numerically studied in Sec.4, such as convergence order (Sec.4.1,4.2), long time accuracy (Sec.4.1,4.2,4.3), and the conservation of momentum map due to symmetry (Sec.4.3).

<table>
<thead>
<tr>
<th>section</th>
<th>symplectic?</th>
<th>reversible?*</th>
<th>global error*</th>
<th>other feature(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td>Yes</td>
<td>Yes</td>
<td>1st-order</td>
<td>general</td>
</tr>
<tr>
<td>3.3</td>
<td>Yes</td>
<td>Yes</td>
<td>3rd-order</td>
<td>1 linear interface† only</td>
</tr>
<tr>
<td>3.4</td>
<td>No</td>
<td>Yes</td>
<td>arbitrary</td>
<td>general</td>
</tr>
<tr>
<td>3.5</td>
<td>No</td>
<td>Yes</td>
<td>arbitrary</td>
<td>general; adaptive time-stepping</td>
</tr>
</tbody>
</table>

#: the more precise question is whether the integrator can be made reversible.
*: global error considered here is that of position, away from interface interceptions.
†: a linear interface is a co-dimension 1 hyperplane of discontinuities in the potential.

Table 1: A brief summary of numerical methods proposed in this article.

1.1 Related work

‘Nonsmooth mechanics’. A rich field termed ‘nonsmooth mechanics’ / ‘nonsmooth Hamiltonian systems’ / ‘mechanical systems with hard constraints’ / ‘unilaterally constrained systems’ / ‘contact integrators’ / ‘collision integrators’ already exists (e.g., 78, 64, 36, 79, 54, 50, 38, 76, 55, 68, 21, 13, 1, 16, 52, 13, 16, 53, 51, 17, 58). Problems considered there correspond to a special case of this study.

More precisely, to the best of our knowledge, these literature mainly consider, in the language of this article, a discontinuous potential barrier of height $+\infty$, so that
trajectories can only stay within the finite potential region\footnote{Note these literature equivalently formulated the problem as there are a collection of unilateral holonomic constraints $f_i(q) \geq 0$.}. This setup is already very important in engineering and science applications; for example, in robotics, the interested mechanical object is often interacting with hard surfaces – think about a bipedal robot that walks by frequently impacting the ground (e.g., [31]), and in molecular and polymer dynamics molecules are sometimes viewed as hard spheres (so that they remain at least a certain distance from each other; e.g., [19]). However, in these cases, the boundary manifold (i.e., the interface(s)) cannot be crossed, and one will only have \textit{reflections} but never \textit{refractions}. Therefore, those interactions with the interface were commonly called in the literature ‘contacts’ and ‘collisions’.

On the contrary, the setup in [45, 48], which is adopted in this article, allows finite discontinuous jumps, and therefore the full dichotomy of \textit{reflection} and \textit{refraction} can both manifest in the dynamics.

In addition to this main difference, here are some more details on other aspects in which this research compares with the existing works in nonsmooth mechanics (all for $+\infty$ jump only): One objective of this article is to develop explicit symplectic integrators. Some pioneering breakthroughs developed symplectic integrators which are however implicit (e.g., [24, 58]). An intriguing paper [51] also noted that if one relaxes the symplecticity requirement and instead only requires symplecticity over smooth trajectories intervals, then it is possible to obtain better energy behaviors. This also reminds us of an inspiring and clever earlier work [7], which uses backward error analysis for continuous systems to design stabilized event-driven collision integrator. In addition, there is a collection of substantial works based on finite element (e.g., [50, 52, 13, 21]). Although inevitably incapable of discussing all results in the rich ‘$+\infty$ jump’ field, we also mention the relevant paper [17] in the context of symplectic integrator. Its main goal is to simulate smooth potentials, but it approximates the smooth potential by a piecewise constant or quadratic function and uses analytically obtained solution of the nonsmooth approximation as a numerical solution. What is new in this paper, in comparison, is we will have a continuous part of the potential in addition to this piecewisely-defined discontinuous part.

\textbf{Penalty method / regularization.} A popular idea commonly known as regularization/regularisation corresponds to modifying the discontinuous vector field of a differential equation and replacing its discontinuities by steep but continuous transitions. After the regularization both the equations of motion and the solution become well-defined. The hope is to recover the original dynamics as the steepness goes to infinity. This idea proved to be very useful, for example, in engineering applications (e.g, [30]). It should be pointed out, however, that regularization generally creates artificial numerical stiffness (see two paragraphs below), and caution should be exercised even without considering numerics, as regularization doesn’t always guarantee a good, or even correct, approximation. In fact, general discontinuous problems may not even have unique solutions (e.g., [25, 18]), and [67], for example, provides a mathematical discussion on when reg-
ularization actually removes this ambiguity (we also refer to the notion of renormalized solution [20, 2], which is another way of removing ambiguity, not via regularization though). Also, regularization isn’t always possible (e.g., [61]). Furthermore, in the case of geometric optics through an interface, an arbitrary smoothing of the interface could lead to incorrect (partial) transmission and reflection rates [46]. Profound analyses exist and provide sufficient conditions for effective regularization (e.g., [27, 60, 59, 86, 61]), however only for several subclasses of problems.

The setup in this article is also just a subclass, because we only consider Newtonian mechanical systems and only the potential is discontinuous. In some sense this produces a higher-order singularity in the problem than what the previous paragraph discussed, as the forcing term in the ‘vector field’ will become not just discontinuous but Dirac. It is natural to interpret regularization in this case to be the (sufficiently differentiable) regularization of the potential function instead of the vector field. This idea appeared, for example, in the ‘softening’ of gravitational potential (e.g., [11]). Again, such regularization can work very well for specific scientific investigations, but its general validity is not warranted (e.g, [29] for an empirical example).

Focusing directly on the discontinuous problem, this article bares no ambition of investigating the general validity of regularized potentials, but only uses their numerical simulations as one of few available methods to compare to. We will simulate the regularized Hamiltonians using classical smooth symplectic integrators and use the numerical solutions as approximations of the discontinuous solutions. This approach will be called the penalty method thereafter. The specific form of regularization used in our experiments is based on sigmoid function (e.g., eq.12,13), and for these examples, the regularized dynamics do appear to be a good approximation of our definition of the exact (discontinuous) solution. We conjecture the accuracy of this approximation to be $O(1/\alpha) + O((\alpha h)^p)$, away from time points of interface crossing, if generic integrators are used (for some non-generic stiff integrators, see e.g, [8, 83], but their error bounds in this case are unclear yet). Here $\alpha$ is the steepest parameter that should go to $\infty$, and $h$ and $p$ are respectively the step size and order of the smooth integrator used in the penalty method. One can see that the artificial stiffness created by the regularization poses a strong constraint on the step size, which renders the penalty method computationally inefficient; such severe time-step constraints were already known (e.g., [17]). Our proposed discontinuous integrators, on the other hand, do not have this restriction.

2 The definition of an exact solution

2.1 The setup of the problem

Consider a Newtonian mechanical system in a 2d-dimensional Euclidean phase space, whose potential function has jump discontinuities across interfaces. Assuming the location and size of each discontinuity is known, then the potential can be decomposed as the sum of a continuous part and a piecewise constant part. Assume also that the continuous part is two-times continuously differentiable. That is, formally, the system
is governed by a Hamiltonian\(^3\)
\[
H(q, p) = \frac{1}{2} p^T p + V(q) + U(q),
\]
where \(U(\cdot)\) is a \(C^2\) function, and \(V(q) = V_i\) for some constant \(V_i\) when \(q \in D_i\). \(D_i\)'s for \(i = 1, \cdots, M\) are open sets whose closure form a partition of the configuration space \(\mathbb{R}^d\).

Let
\[
B_{ij} = \begin{cases} 
D_i \cap D_j, & i \neq j \\
\emptyset, & i = j
\end{cases}
\]
denote the discontinuity interfaces and assume they are either empty or 1-codimensional \(C^1\) submanifolds.

### 2.2 Exact solution via physical laws of reflection and refraction

Due to the non-differentiability of \(V(\cdot)\), Hamilton’s equation can no longer be used to describe the (meta)particle’s global motion. Nevertheless, one can turn to mechanical behavior of particles at the interface to define the solution, as proposed in [45, 48, 40] (for curved interface in high dimension see [41]): basically, in order for the solution to make sense physically, a corresponding particle should simply evolve locally according to the smooth Hamiltonian dynamics given by \(\hat{H} = \frac{1}{2} p^T p + U(q)\), until it hits an interface, and then the particle will either reflect or refract instantaneously, depending on the normal momentum magnitude and whether the jump in \(V\) corresponds to a potential barrier or dip across the interface. Then the particle evolves again locally in some \(D_i\) according to \(\hat{H}\), until the next interface hitting.

More precisely, under nontrivial but not too restrictive assumptions (see Conditions 2.1 and 2.2), the solution will be well-defined as an alternation between two phases, flow and impact, which will now be detailed. To do so, denote by \(\phi^t\) the time-\(t\)-flow map of \(\hat{H}\), and by \(Q\) the operator that projects \([q, p]\) to the \(q\)-component. Let \(t_0\) be the initial time of evolution, and let \(i_{t_0}\) be the integer such that the initial condition satisfies \(q(t_0) \in \overline{D_{i_{t_0}}}\) (note: if the initial condition is on an interface, \(i_{t_0}\) is not unique, and its choice needs to be specified as part of the initial condition). The next hitting time is defined to be

\[
t_{k+1} = t_k + \min_{j=1, \cdots, M} \inf \left\{ \delta \left| \delta > 0, Q \circ \phi^\delta[q(t_k), p(t_k)] \in B_{i_{t_0} j} \right\},
\]

let
\[
i_{t_{k+1}} = \arg\min_{j=1, \cdots, M} \inf \left\{ \delta \left| \delta > 0, Q \circ \phi^\delta[q(t_k), p(t_k)] \in B_{i_{t_0} j} \right\},
\]

and let the solution on time interval \([t_k, t_{k+1}]\) be defined by

\[
[q(t_k + \delta), p(t_k + \delta)] = \phi^\delta[q(t_k), p(t_k)], \quad 0 \leq \delta \leq t_{k+1} - t_k.
\]

This gives one of the two phases of the solution, which shall be called flow.

\(^3\)Note the mass matrix has been assumed to be \(I\), because other mass matrices can be equivalently turned into the identity via coordinate changes, which simply correspond to alternative \(V\) and \(U\); see, e.g., [75] for a summary of how to transform the potentials.
Remark 2.1. It is easy to see flow preserves both (i) the differentiable part of the total energy, \( \hat{H} \), and (ii) the total energy \( H \) as long as time points \( t_k \) and \( t_{k+1} \) are not considered (on which \( V \) is ill-defined).

After flow, the other phase, called impact, will take place (unless \( t_{k+1} = \infty \)).

To define impact, let \( \hat{n} \) be the unit normal vector of the interface \( B_{t_k} u_{k+1} \) at \( q(t_{k+1}) \), in the direction of from \( D_{t_k} u \) to \( D_{t_{k+1}} u \). Decompose the pre-impact momentum as \( p(t_{k+1}) = p_{t_{k+1}} + p_{n_{t_{k+1}}} \), where \( p_{n_{t_{k+1}}} = (p(t_{k+1}) \cdot \hat{n}) \hat{n} \) is the projection onto the normal direction. Let \( \Delta V = V_{t_{k+1}} - V_{t_k} \).

If the particle has enough normal momentum to transmit through the interface, i.e.,

\[
\|p_{n_{t_{k+1}}}^2\| / 2 \geq \Delta V,
\]
a refraction will happen in the sense that the post-impact normal momentum will be reduced, and the value of \( p(t_{k+1}) \) will be overwritten by conservation of energy and tangential momentum:

\[
p(t_{k+1}) = p_{t_{k+1}} + \sqrt{\|p_{n_{t_{k+1}}}^2\| - 2\Delta V} \hat{n}. \tag{2}
\]

If there is not enough normal momentum on the other hand, i.e.,

\[
\|p_{n_{t_{k+1}}}^2\| / 2 < \Delta V,
\]
a reflection will take place in the sense that the post-impact normal momentum will simply change its sign, and the value of \( p(t_{k+1}) \) will be overwritten by

\[
p(t_{k+1}) = p_{t_{k+1}} - p_{n_{t_{k+1}}}. \tag{3}
\]

However, in both cases, the value of the position, \( q(t_{k+1}) \), will remain unchanged. An illustration of refraction and reflection is provided in Figure 2.

![Figure 2](image-url)

Figure 2: Two ways in which an impact can change the momentum, 2D illustration.

After impact, which is instantaneous in time (at \( t_{k+1} \)), the solution will be continued by flow again, and these two types of behaviors alternate.
Remark 2.2. Unlike flow which produces continuous trajectories, impact creates discontinuities in $p$ ($q$ is still continuous).

Remark 2.3. It is not very meaningful to state if impact conserves the total energy, because it is an instantaneous change of momentum, and at the impact, the position $q(t_{k+1})$ is on an interface where $V(\cdot)$ is undefined. However, if one considers the composition of an infinitesimal-time pre-impact flow, the impact, and another infinitesimal-time post-impact flow, then the composed map conserves the total energy $H$.

Important to mention is, the above definition of the exact solution requires two conditions, namely:

Condition 2.1. In the interested time horizon, the interface hitting position of the solution, $q(t_{k+1})$, only belongs to one interface $B_{ij,ik+1}$ for each $k$. For example, the rare situation of an impact at the intersection of three pieces illustrated in Fig. 3 is assumed to never happen, because in this case there is no unique way of defining the post-impact momentum.

Condition 2.2. For any $t$ in the interested time horizon such that the aforedefined $q(t)$ belongs to some interface $B_{ij}$, we have $p(t) \notin T_{q(t)}B_{ij}$. That is, sliding along an interface for a nonzero amount of time is assumed to never happen.

Remark 2.4. Because the discontinuity in our problem is in the scalar-valued potential $V(\cdot)$ instead in the vector field, we do not face challenges such as sliding motion in Filippov systems (e.g., [25, 57, 18]), and defining a solution is easier.

If Cond 2.2 is not satisfied, i.e., sliding along an interface occurs, one needs to use Geometrical Theory of Diffraction; see [49].

It is unclear, however, how to relax Condition 2.1 in a deterministic way. We feel that how to define a unique deterministic solution when Condition 2.1 fails will be problem dependent and requiring additional information about how the problem is set up. On the other hand, it is possible to define a stochastic solution by mimicking quantum mechanics; this is beyond the scope of the current work.
2.2.1 Analytical solution for the quadratic case

When the local Hamiltonian \( \hat{H} = \frac{1}{2} p^T p + U(q) \) is integrable, the exact flow of the full problem \( H = \hat{H} + V(q) \) is obtainable. As an example, this subsection will consider the case where \( U \) is quadratic, and its exact solution will be used later for two purposes: (i) as part of a numerical algorithm (Section 3.3), and (ii) as a benchmark for assessing numerical accuracy (Section 4.1).

For simplicity, consider one degree-of-freedom problems. Assume without loss of generality that \( V \) corresponds to only 1 interface, i.e.,

\[
U(q) = \omega^2 (q - q_{\text{off}})^2 / 2, \quad V(q) = \begin{cases} 
\Delta V, & q > q_{\text{jump}} \\
0, & q < q_{\text{jump}} \\
\text{undefined}, & q = q_{\text{jump}}
\end{cases}
\]  

(4)

where \( \omega, q_{\text{off}}, q_{\text{jump}}, \Delta V \) are constant scalar parameters.

Let \( q, p \) denote the current position and momentum, and let \( Q, P \) denote those after time \( h \). Assume \( h \) is small enough such that the interface is encountered at most once in time \( h \) (if \( h \) is large, break it into smaller time lapses and iterate the following). \( Q, P \) can be obtained in the following way:
compute a position proposal: \( \tilde{q} = q_{\text{off}} + \cos(\omega h)(q - q_{\text{off}}) + \sin(\omega h)p/\omega \), which corresponds to the new position when no interface crossing happens;

if \( (q - q_{\text{jump}})(\tilde{q} - q_{\text{jump}}) < 0 \), i.e., interface is crossed, then

compute \( \tilde{p} \) the pre-impact momentum:

\[
\tilde{p} = \sigma \sqrt{\omega^2(q - q_{\text{off}})^2 + p^2 - \omega^2(q_{\text{jump}} - q_{\text{off}})^2},
\]

where \( \sigma = -1 \) if \( q - q_{\text{jump}} > 0 \)

and \( \sigma = 1 \) if \( q - q_{\text{jump}} < 0 \);

compute \( t \) the time to impact: let

\[
t_1 = \text{atan2}(\tilde{p}/\omega, q_{\text{jump}} - q_{\text{off}}) - \text{atan2}(p/\omega, q - q_{\text{off}}),
\]

\[
t_2 = \begin{cases} t_1 & \text{if } t_1 \geq 0 \\ t_1 + 2\pi & \text{if } t_1 < 0 \end{cases}
\]

and \( t = (2\pi - t_2)/\omega \);

use post-impact position \( \tilde{q} = q_{\text{jump}} \) and compute post-impact momentum \( \tilde{p} \):

if \( q - q_{\text{jump}} < 0 \), i.e. crossing is from left to right, then

if \( \omega^2(q - q_{\text{off}})^2 + p^2 > 2\Delta V + \omega^2(q_{\text{jump}} - q_{\text{off}})^2 \) then

\[
\tilde{p} = \sqrt{\omega^2(q - q_{\text{off}})^2 + p^2 - 2\Delta V - \omega^2(q_{\text{jump}} - q_{\text{off}})^2},
\]

i.e., refraction;

else

\[
\tilde{p} = -\sqrt{\omega^2(q - q_{\text{off}})^2 + p^2 - \omega^2(q_{\text{jump}} - q_{\text{off}})^2},
\]

i.e., reflection;

end

else

if \( \omega^2(q - q_{\text{off}})^2 + p^2 > -2\Delta V + \omega^2(q_{\text{jump}} - q_{\text{off}})^2 \) then

\[
\tilde{p} = -\sqrt{\omega^2(q - q_{\text{off}})^2 + p^2 + 2\Delta V - \omega^2(q_{\text{jump}} - q_{\text{off}})^2},
\]

i.e., refraction;

else

\[
\tilde{p} = \sqrt{\omega^2(q - q_{\text{off}})^2 + p^2 - \omega^2(q_{\text{jump}} - q_{\text{off}})^2},
\]

i.e., reflection;

end

\[
Q = q_{\text{off}} + \cos(\omega(h - t))(\tilde{q} - q_{\text{off}}) + \sin(\omega(h - t))\tilde{p}/\omega,
\]

\[
P = -\omega \sin(\omega(h - t))(\tilde{q} - q_{\text{off}}) + \cos(\omega(h - t))\tilde{p},
\]

i.e., flow \( t \)-time after impact.

else

\[
Q = q_{\text{off}} + \cos(\omega h)(q - q_{\text{off}}) + \sin(\omega h)p/\omega,
\]

\[
P = -\omega \sin(\omega h)(q - q_{\text{off}}) + \cos(\omega h)p,
\]

i.e., no impact, flow \( h \)-time only;

end

3 The numerical methods

3.1 A 1st-order in position time-reversible symplectic integrator

A symplectic integrator for \( [1] \) can be constructed via the approach of Hamiltonian splitting and composition \( [34] \).

More precisely, denote by \( \phi^\delta_1 \) the \( \delta \)-time flow of the Hamiltonian \( H_1 = U(q) \), and by \( \phi^\delta_2 \) the \( \delta \)-time flow of \( H_2 = \frac{1}{2}p^2 + V(q) \). Although the exact flow of \( H \), \( \phi^\delta \), is generally not numerically obtainable, the actions of \( \phi^\delta_1 \) and \( \phi^\delta_2 \) can be exactly obtained in explicit forms. Then appropriate compositions of \( \phi_1 \) and \( \phi_2 \) (e.g., Integrator \( [1] \)) will provide
symplectic approximations of $\phi$ with vanishing error as $\delta \to 0$.

More specifically, $\phi_1$ is easy to evaluate:

$$\phi_1^\delta : [q,p] \mapsto [q,p - \delta \nabla U(q)]$$  \hspace{1cm} (5)

On the other hand, $\phi_2^\delta[q,p]$ can be obtained by evolving the exact flow of $H_2$ for $\delta$-time. Section 2.2 described how to do so by alternating flow and impact phases. In fact, $\phi_2$ is analytically computable, because $H_2$ does not contain the nonlinear potential $U(\cdot)$, and each flow phase simply corresponds to free drift in a straight line.

Therefore, the only nontrivial parts for evaluating $\phi_2$ are (i) to compute, given $q,p$ vectors, how much time a particle at position $q$ with momentum (same as velocity) $p$ first hits one of the known interfaces, and (ii) to alter the momentum afterwards. How to compute the first hitting time depends on how the interfaces is provided in the problem setup.

**The demonstrative case in which the interface geometry is analytically known.**

In this case, we can always find an affine transformation of $q$ and an associated linear transformation of $p$ (for making the transformation of both $q$ and $p$ canonical), such that $p$ is rotated to align with the $x$-axis, $q$ is on the $x$-axis, and the relevant interface passes through the origin; denote the unit tangent vector of the interface at origin by $\hat{t}$.

Then $[Q,P] = \phi_2^\delta[q,p]$ will be given by the following steps: first, let

$$\tau = -q/p,$$  \hspace{1cm} (6)

where the division is understood as a ratio between their $x$-components; $\tau$ is the time to hit the interface. If $\tau > \delta$ or $\tau < 0$, i.e., no impact within this step, then let

$$Q = q + \delta p, \quad P = p$$  \hspace{1cm} (7)

and $\phi_2$ computation is completed; otherwise, let

$$q_a = 0, \quad p_a = p$$  \hspace{1cm} (8)

be the result of the pre-impact flow, let

$$p_{at} = (p_a \cdot \hat{t})\hat{t}, \quad \text{and} \quad p_{an} = p_a - p_{at}$$

be the tangential and normal components of the incident momentum at the interface, denote by $\Delta V = (V(0^-) - V(0^+))\text{sgn}(\hat{x} \cdot q)$ the potential jump across the interface, let

$$q_b = 0, \quad p_b = \begin{cases} p_{at} - p_{an} & \|p_{an}\|^2/2 < \Delta V \\ p_{at} + \frac{p_{an}}{\|p_{an}\|} \sqrt{\|p_{an}\|^2 - 2\Delta V} & \|p_{an}\|^2/2 > \Delta V \end{cases}$$  \hspace{1cm} (9)

be the result of impact (the first case is reflection and the second refraction), and let

$$Q = (\delta - \tau) p_b, \quad P = p_b$$  \hspace{1cm} (10)

Recall: when $\delta$ is small enough, there will be at most one interface encountered.
be the result of the post-impact flow. The result of \( \phi_2^\delta \) will be \( Q, P \).

It is not difficult to see that the same calculation works in general coordinate systems as long as the interface geometries are simple enough such that the first hitting time \( \tau \) is a computable function of \( q \) and \( p \).

When the interface geometry is too complex to be explicitly and analytically characterized, \( \tau \) can be numerically computed to machine precision rapidly. See Section 3.2 for details when interfaces are provided by either (i) level sets of \( C^1 \) functions, or (ii) discontinuous \( V(\cdot) \) values.

Two additional comments. Necessary to further clarify is, in order to have guaranteed accuracy of our numerical methods, \( \delta \) needs to be sufficiently small, not only for controlling the error of the composition, but also for ensuring there is at most 1 impact per \( \delta \)-sized time step. We will also describe a numerical method that can account for multiple impacts per step; however, whether all impacts within a step can be detected depends on how interfaces are provided. If the numerical algorithms in Section 3.2 need to be used, there is no guarantee on the capture of the earliest impact if \( \delta \) is too large.

It is also notable that although the above description of \( \phi_2^\delta \) evaluation might appear ‘discrete’, it is exact. In practice, of course, its accuracy will be limited by the machine precision. It is possible to algorithmically alleviate some limitation of machine precision and we refer to the innovative idea in [37], but in this article we will equate ‘accurate to machine precision’ with ‘exact’.

As the explicit evaluations of \( \phi_1 \) and \( \phi_2 \) are obtained, a numerical integrator can be constructed by composing these maps. The method proposed in this section is a one-step method that uses a constant step size of \( \delta \) and a one-step update given by

**Integrator 1** (1st-order in position, time-reversible, symplectic). Use one step update

\[
[q_{n+1}, p_{n+1}] = \phi_1^{\delta/2} \circ \phi_2^{\delta} \circ \phi_1^{\delta/2}[q_n, p_n],
\]

where \( \phi_1 \) is given by (5) and \( \phi_2 \) is given by (6–10).

**Symplecticity.** Obviously \( \phi_1^\delta \) defined in (5) is a symplectic map. If \( \phi_2^\delta \) is also symplectic as it should be (since it is the exact flow of some Hamiltonian system), then Integrator 1 is symplectic because it is the composition of symplectic maps. And indeed \( \phi_2^\delta \) is symplectic. In fact, in addition to the ‘no impact’ case (7) which is obviously symplectic, one can also substitute (6), (8) and (9) into (10), compute the Jacobian

\[
J = \frac{d[Q, P]}{d[q, p]},
\]

and check \( J^T \Omega J = \Omega \) with \( \Omega = \begin{bmatrix} 0 & I \\ -I & 0 \end{bmatrix} \) to see that both the reflection and refraction cases correspond to symplectic \( \phi_2^\delta \).

One may worry that when transforming an infinitesimal phase space volume by \( \phi_2^\delta \), part of it undergoes reflection and another part undergoes refraction, which would challenge the above case-by-case demonstration of symplecticity. However, this possibility
is ruled out by Condition 2.2, because the transition between reflection and refraction corresponds to sliding along the interface.

Worth commenting, however, is that neither of the three submaps of $\phi_2$, namely pre-impact flow (8), impact (9), or post-impact flow (10), is symplectic (simple algebra will show $J^T \Omega J \neq \Omega$). The intuition is, (8) and (10) are drifts, but unlike simple drifts over constant time which are symplectic, they have additional $q,p$ dependence through $\tau$ (see (6)), which breaks the symplecticity; for (9), both the reflection and refraction cases rescale one component of the momentum without changing anything else, and thus cannot be symplectic. Therefore, it is a nontrivial fact that their composition, $\phi_2^\delta$, resumes to be symplectic.

What will the symplecticity of the proposed integrator imply about its accuracy in numerical simulations? We do not yet have a theory. Traditionally, the favorable long time performances of symplectic integrators are supported by elegant theoretical guarantees such as backward error analysis (e.g., [65, 32, 3, 34]), linear error growth for integrable systems (e.g., [11, 10, 71, 34]), and near-preservation of adiabatic invariants [33, 14, 34]. However, none of them can be directly applied to the discontinuous Hamiltonian problem, mainly due to a lack of differentiability in both the Hamiltonian and the $p$ trajectory. However, symplectic integrators proposed in this article were still observed to exhibit pleasant long time accuracy in numerical experiments (see Section 4), and this is intuitive because symplecticity would still be desired at least in flow phases, in which the numerical solution only fluctuates the energy instead of drifting it as many nonsymplectic methods may do, and for most of the time the particle is in flow phases.

We imagine that a proof of long time accuracy might require a discontinuous generalization of canonical perturbation theory, which is beyond the scope of this article.

**Order of accuracy, time-reversibility, and higher-order splitting schemes** Since $H = H_1 + H_2$, Integrator 1 can be recognized as a Strang splitting method [77]. In the traditional (smooth) theory this would suggest that $\phi^\delta = \phi_1^\delta/2 \circ \phi_2^\delta \circ \phi_1^\delta/2 + O(\delta^3)$, i.e., Integrator 1 is 2nd-order due to a 3rd-order truncation error. However, that is no longer the case due to discontinuities in $p$ (momentum), and the method actually only has 2nd-order local truncation error in position (see Appendix 7.1 for a detailed demonstration).

More generally, a common technique for turning a 1st-order method into 2nd-order is to compose it with its adjoint (see e.g., Chap II.4 in [34]). It is true that $\phi_1$ and $\phi_2$ are self-adjoint (a.k.a. symmetric or time-reversible) and they respectively form semigroups, and Integrator 1 thus may be seen as a 1st-order method $\psi^{\delta/2} := \phi_1^{\delta/2} \circ \phi_2^{\delta/2}$ composed with its adjoint $(\psi^{\delta/2})^* = \phi_2^{\delta/2} \circ \phi_1^{\delta/2}$. However, the tradition proof of the increased order of $\psi^{\delta/2} \circ (\psi^{\delta/2})^*$ relies on Taylor expansion, which is no longer applicable due to the discontinuity produced by $\phi_2$. Because of this, Integrator 1 loses some order of convergence, although the symmetric nature of its composition makes the method time-reversible.

One may also wonder if higher-order splitting schemes will work as designed, such
as triple jump (whose one step update is given by \( \phi_1^{\frac{\delta \gamma}{2}} \circ \phi_2^{\delta \gamma} \circ \phi_1^{\delta(1-\gamma)/2} \circ \phi_2^{\delta(1-2\gamma)} \circ \phi_1^{\delta(1-\gamma)/2} \circ \phi_2^{\delta \gamma} \circ \phi_1^{\delta \gamma/2} \), with \( \gamma = 1/(2-2^{1/3}) \) \[15, 26, 80, 87\], which normally is 4th-order, or more versions given in, for instance, \[63, 12, 35, 5, 6\]. Unfortunately, they cannot produce anything beyond 1st-order (in position), again due to the lost of smoothness; the constant in the error bound may be improved though. Detailed proof by a counter-example is analogous to that in Appendix 7.1 and omitted.

Also important to note is, Integrator 1 only has a 1st-order local truncation error in momentum if the step includes a discontinuous momentum change. Without considering the problem’s specific structure, this would imply a 0th-order global error, not only in momentum but also in the position variable as they are coupled. Such a ‘bad accuracy’ is actually expected to some extent, because the momentum exhibits a jump discontinuity across each interface. To better explain this, suppose the actual time of an interface crossing is different from the crossing time of a numerical simulation, then no matter how close these two time points are and how accurate the numerical momentum is outside the interval limited by these two times, inside this time interval the numerical error in momentum is \( O(1) \), because there either the numerical solution or the exact solution has already completed an \( O(1) \) jump in momentum, but not both.

However, for our specific problem and specific integrator, ‘bad accuracy’ is actually localized. Observed in all numerical experiments (Section 1) was, the method still exhibited 1st-order global error in position, and while the momentum did not have 1st-order global error uniformly in time, away from interface crossing events the momentum was still 1st-order accurate. The intuition is, the numerical momentum will still catch up with the exact momentum after both solutions complete the interface crossing, and the effect of this lag will not be much amplified because we assumed there is no immediate consecutive interface crossings, and \( \text{impact and flow} \) have to alternate.

### 3.2 Computing the time to \( \text{impact} \) in complex situations

Given \( q, p \) and a generic explicit flow map \( \Phi^h[q, p] \), which is either provided by an exact solution (the case of \[7\], used for example in the 1st-order method in Section 3.1), or provided by a numerical integrator (the case for the high-order construction in Section 3.4), we can accurately and efficiently compute the time \( \tau \) such that the position component of \( \Phi^\tau[q, p] \) exactly hits an interested interface \( B_{ij} \). In \[7\] a linear interpolation was used to approximate \( \tau \). Here we will compute it more accurately. [TODO: Prof.Jin, is this reference supposed to be JinWuHuang instead?] Two cases will be discussed.

For simplified notation, \( Q(h) \) will denote the position component of \( \Phi^h[q, p] \).

- **When the interface is given by a level set.** If \( B_{ij} = f^{-1}(\{0\}) \) for some known \( \mathcal{C}^1 \) function \( f(\cdot) \), and \( Q(h) \) is a \( \mathcal{C}^1 \) function (any exact flow of a continuous system satisfies this property, and so should any reasonable approximation of an exact flow), we use **Newton’s method** to solve for \( \tau \) in

\[
f(Q(\tau)) = 0.
\]
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The solution is given by the simple iteration

$$\tau_{k+1} = \tau_k - \frac{f(Q(\tau_k))}{f'(Q(\tau_k))Q'(\tau_k)}.$$  

Under standard (reasonable) assumptions this iteration converges quadratically. This means that $\tau$ can be computed to machine precision by a small amount of iterations. Since $\tau$ is just 1-dimensional, these iterations are computationally cheap. Initialization can be made efficient too, for instance via

$$\tau_0 = -\delta f(Q(0))/f(Q(\delta)),$$

derived from $0 = f(Q(\tau)) \approx f(Q(0)) + \frac{\tau}{\delta} f(Q(\delta))$.

This case is demonstrated by the numerical experiment in Section 4.3.

- When the interface is only known indirectly through $V(\cdot)$ values, we use the bisection method: Initially, let $t_l = 0$ and $t_r = \delta$. At each iteration, let $t_m = (t_l + t_r)/2$ and compare $V(Q(t_l))$ with $V(Q(t_l))$ and $V(Q(t_r))$; if it agrees with the left value, update by $t_r \leftarrow t_m$, and other update by $t_k \leftarrow t_m$. Terminate the iteration when $t_r - t_l < \epsilon$ for some preset small $\epsilon$, and let $\tau = t_m$.

This way, no derivative information is needed, and the convergence of estimated $\tau$ values is linear, which implies an exponential decay of error. This speed of convergence is slower than that of Newton, but difficult to improve in this setup because one can only evaluate $V$’s values at chosen locations and $V$ is piecewise constant. On the other hand, to obtain any prefixed accuracy, one still only needs logarithmically many iterations. Therefore, machine precision can again be achieved with a small computational budget.

This case is demonstrated by the numerical experiment in Section 4.3.

3.3 A 3rd-order in position time-reversible symplectic integrator, when there is only one interface and one degree of freedom

When $U$ is at least a $C^3$ function, position is one-dimensional and there is only one interface, we are able to increase the order of convergence while maintaining the symplecticity. To do so, denote the interface location by $q_{\text{jump}}$, and we first decompose the smooth nonlinear potential $U$ into a quadratic approximation centered at $q_{\text{jump}}$ and a nonlinear correction: let

$$U_{\text{quad}}(q) := U(q_{\text{jump}}) + \frac{dU}{dq}(q_{\text{jump}})(q - q_{\text{jump}}) + \frac{1}{2} \frac{d^2U}{dq^2}(q_{\text{jump}})(q - q_{\text{jump}})^2,$$

$$U_{\text{corr}}(q) := U(q) - U_{\text{quad}}(q).$$

Then we split the original Hamiltonian as the sum of a discontinuous quadratic problem and a correction: let

$$H_1 = \frac{1}{2} p^T p + V(q) + U_{\text{quad}}(q) \quad \text{and} \quad H_2 = U_{\text{corr}}(q) \quad (11)$$
and denote by $\phi_1^\delta$ and $\phi_2^\delta$ respectively their exact solution flows. Then both are symplectic maps and explicitly obtainable: the latter is a simple drift in the momentum, and the former is given in Section 2.2.1. More precisely, to convert to notations in Section 2.2.1, it is easy to see

$$U_{\text{quad}} = \frac{1}{2}\omega^2(q - q_{\text{off}})^2 + (an\ unimportant\ constant),$$

where $\omega^2 = U''(q_{\text{jump}})$, $q_{\text{off}} = q_{\text{jump}} - U'(q_{\text{jump}})/U''(q_{\text{jump}})$.

Finally, we combine this splitting and the classical idea of triple-jump to obtain a method whose one step update is given by:

**Integrator 2** (3rd-order in position, time-reversible, symplectic). Use one step update

$$[q_{n+1}, p_{n+1}] = \phi_2^{\delta\gamma/2} \circ \phi_1^{\delta\gamma} \circ \phi_2^{\delta(1-\gamma)/2} \circ \phi_1^{\delta(1-2\gamma)} \circ \phi_2^{\delta(1-\gamma)/2} \circ \phi_1^{\delta\gamma} \circ \phi_2^{\delta\gamma/2} [q_n, p_n],$$

where $\gamma = 1/(2 - 2^{1/3})$.

**Remark 3.1** (order reduction). This method does not have a 4th-order global error as a continuous analogue would have, but numerically observed is that it has 3rd-order global accuracy in terms of $q$, and the global error of $p$ is also 3rd-order whenever at a time point sufficiently away from *impact*.

**Remark 3.2** (an alternative approach). Triple-jump is a classical way of obtaining a 4th-order smooth integrator, but it is not the only approach. Another classical example is Suzuki’s fractal [80], which in our case is

$$\phi_2^{\delta\gamma/2} \circ \phi_1^{\delta\gamma} \circ \phi_2^{\delta\gamma} \circ \phi_1^{\delta(1-3\gamma)/2} \circ \phi_2^{\delta(1-4\gamma)/2} \circ \phi_1^{\delta\gamma} \circ \phi_2^{\delta\gamma} \circ \phi_1^{\delta\gamma} \circ \phi_2^{\delta\gamma/2},$$

where $\gamma = 1/(4 - 4^{1/3})$. It often leads to error at the same order but with smaller prefactor, however at the expense of using more stages.

Suzuki’s fractal doesn’t directly transfer to our non-smooth setup either. If one uses the $\phi_1$ and $\phi_2$ constructed in Sec.3.1 for generic problems, the resulting method remains only 1st-order. With the specialized $\phi_1$ and $\phi_2$ in this section, the result will be 3rd-order (in position, away from *impact*), same as triple jump (note the order reduction).

Symplecticity and reversibility, however, can be obtained.

**Remark 3.3** (2nd-order in position, time-reversible, symplectic integrator). If a one-step update of $\phi_2^{\delta/2} \circ \phi_1^\delta \circ \phi_2^{\delta/2}$ is used instead (i.e., Strang splitting), numerical experiments suggest that the method has a 2nd-order global error; that is, no order was lost. This is an improvement of the generic method in Section 3.1.

Our intuition behind the reduced order (4→3) is, away from interfaces the triple-jump and the Strang splitting will have regular 5th-order and 3rd-order local truncation errors, and their truncation errors degrade to lower order only when the current step involves an *impact*. However, to encounter an *impact*, the current position must be $O(h)$ away from the interface, which means, according to Taylor expansion, $U_{\text{corr}}$ is $O(h^3)$ and
$U_{\text{corr}}$ is $O(h^2)$. This exact scaling allows the splitting (global) accuracy to increase from 1st-order (see Section 3.1) to 3rd-order near the impact. If a splitting scheme of order higher than 3 in a smooth setup is used (e.g., triple jump), 3rd-order will be retained; in the case of Strang splitting, itself is only 2nd-order, and therefore its discontinuous version based on (11) is still just 2nd-order due to limitations of non-impact steps.

The aforementioned methods based on triple jump and Strang splitting, or any symmetric composition of $\phi_1$ and $\phi_2$, are reversible.

Remark 3.4. The method in this section generalizes to only a small subset of multi-degree-of-freedom problems: if there is only one interface and it is linear, then we can similarly construct $U_{\text{quad}}$ by expanding $U$ in the direction normal to the interface; if there are multiple interfaces and all of them are linear, a Voronoi decomposition may help construct a continuous, piecewise quadratic $U_{\text{quad}}$; however, it is unclear whether the idea in this subsection can work for nonlinear interface(s).

3.4 High-order time-reversible but nonsymplectic integrators

Although it is difficult to obtain a high-order symplectic method due to discontinuity in momentum (see discussions in Sections 3.1 and 3.3), an event-driven approach can be adopted to construct arbitrarily high-order time-reversible methods. It is not clear yet what would be the disadvantage of losing symplecticity, as numerical experiments will also demonstrate pleasant long-time properties, similar to those given by the long time error analysis of smooth reversible integrator for reversible integrable systems [34]; note however that a theoretical explanation is lacking.

The one-step update of the new method, with step size denoted by $\delta$, will be constructed based on an $l$-th order symplectic integrator for the smooth Hamiltonian $\hat{H} = \frac{1}{2}p^T p + U(q)$. The construction of such integrators is well known (see e.g., [34], or [81] for a recap). Denote the one-step update of this integrator by $\psi^\delta$, where $\delta$ is the step size. We will also assume the explicit existence of a function $I(q)$ that return $i$ if $q \in D_i$, the $i$-th component of the partition of position space into smooth regions (see its definition below (1)). Then a high-order integrator for the discontinuous problem $H$ can be constructed through the following stages:

Integrator 3 ($l$-th order in position, time-reversible (if the legacy method $\psi$ is reversible)).

1. Given the current $d$-dimensional position $q$ and momentum $p$, check if an impact will occur in $\delta$ time. To do so, compute $[Q, P] = \psi^\delta[q, p]$. If $I(q) \neq I(\hat{q})$, at least one impact occurred.

   If no impact occurred, update $[q, p]$ by $[Q, P]$, and go back to Stage 3 for the next step. Otherwise, continue and denote by $B_{ij}$ the relevant interface $B_{I(q)I(\hat{q})}$.

2. Otherwise, numerically approximate the time $\tau$ (under the flow of $\dot{H}$) to impact. Depending on how the interface $B$ is provided, this first hitting time $\tau$ may be explicitly computable, or it needs to be numerically estimated. For the
latter case, Section 3.2 provides details about $\tau$’s rapid computation to machine precision, when the interface is provided (i) as a level set of a $C^1$ function, or (ii) in the general case, purely through values of the discontinuous potential $V(\cdot)$.

3. Update $q, p$ using one step of the continuous symplectic integrator with step size $\tau$; i.e.,

$$[q, p] \leftarrow \psi^\tau[q, p]$$

4. Compute the action of an impact. That is, based on (i) the jump size of $V$ given by the interface $B_{ij}$, and (ii) the normal vector of $B_{ij}$ at position $q$ from $D_i$ to $D_j$, perform an instantaneous update of $p$ either via refraction (eq. 2) or reflection (eq. 3).

Note: if $B_{ij}$ is only implicitly described by $V$ values, the normal vector has to be numerically searched, but this search can again be done efficiently and to machine precision using the bisection method, which will take poly-log time.

5. Update $q, p$ again using one step of the continuous symplectic integrator, this time with step size $\delta - \tau$; i.e.,

$$[q, p] \leftarrow \psi^{\delta - \tau}[q, p]$$

Remark 3.5 (Applicability). As long as $\delta$ is small enough, there is at most one impact per step under Conditions 2.1, 2.2 and the assumption that $D_i$’s are open sets.

Remark 3.6 (Non-symplecticity). (i) If $\tau$ were a constant (independent of $q, p$), then Stage 3 and Stage 5 are both symplectic updates; however, Stage 4 is not symplectic. (ii) If $\tau$ were the exact hitting time ($q, p$ dependent) and $\psi$ were the exact flow of $\hat{H}$, the new method would be symplectic, but this is unlikely to be possible because then the new method is in fact exact. In this case, neither Stage 3, 4 or 5 is symplectic, but their composition is. (iii) For the new method, Stage 4 remains non-symplectic, neither Stage 3 or 5 is symplectic because $\tau$ depends on $q, p$, and the composition of stages is generally not symplectic.

Remark 3.7 (Order of accuracy). The accuracy of the new method is numerically observed in experiments to be $l$-th order (same as the legacy smooth integrator $\psi$), however in a modified sense that the global error of position is $O(\delta^l)$, and that of momentum is $O(\delta^l)$ at time points away from interface crossings (the accuracy in $p$ is 0th-order near interface crossings). The intuition is, during simulation till a fixed $O(1)$ time, there are only finitely many interface crossing events, which means the $O(\delta^l)$ error of $\psi$ will only be amplified at most by a constant factor.

Remark 3.8 (Reversibility). The new method can be easily checked to be reversible if (i) $\psi$ is reversible, (ii) the hitting time is solved for exactly, (iii) there is at most one interface crossing per step.
3.5 The adaptive version for safer usages of large timesteps

Depending on the problem, there might be a regime of $\delta$ values that are small enough for resolving the dynamics generated by the smooth Hamiltonian $\hat{H}$, however too large in the sense that multiple interface crossings can be encountered within one step. This can happen, for instance, when an interface has a large curvature, which may result in consecutive impacts that are close in time. In this case, methods proposed cannot be accurate when the step size $\delta$ is large.

To avoid this deterioration of accuracy, one could of course simply reduce $\delta$, so that at most one interface crossing occurs per step. However, this is not the most computationally efficient solution. Instead, we propose to employ an adaptive time-stepping approach. Our way of introducing adaptivity will destroy symplecticity, and therefore it will be demonstrated on the high-order nonsymplectic method in Section 3.4.

Most parts will be the same as before, except for a handful of modifications indicated by blue:

**Integrator 4** ($l$-th order in position, adaptive). *At the beginning of each step, let $\hat{\delta} = \delta$. Then,*

1. **Given the current $d$-dimensional position $q$ and momentum $p$, check if an impact will occur in $\hat{\delta}$ time.** To do so, compute $[Q,P] = \psi^\delta[q,p]$. If $I(q) \neq I(\hat{q})$, at least one impact occurred.

   - If no impact occurred, update $[q,p]$ by $[Q,P]$, and the current step is completed. Otherwise, continue.

2. **Numerically approximate the time $\tau$ (under the flow of $\hat{H}$) to the first impact.** Depending on how the interface $B$ is provided, this first hitting time $\tau$ may be explicitly computable, or it needs to be numerically estimated. For the latter case, Section 3.4 provides details about $\tau$’s rapid computation to machine precision, when the interface is provided (i) as a level set of a $C^1$ function, or (ii) in the general case, purely through values of the discontinuous potential $V(\cdot)$. Note that there is no guarantee those numerical estimations really correspond to the first hitting time, if $\hat{\delta}$ is too large.

3. Update $q,p$ using one step of the continuous symplectic integrator with step size $\tau$; i.e.,

   $$[q,p] \leftarrow \psi^\tau[q,p]$$

4. Compute the action of an impact. That is, based on (i) the jump size of $V$ given by the interface $B_{ij}$, and (ii) the normal vector of $B_{ij}$ at position $q$ from $D_i$ to $D_j$, perform an instantaneous update of $p$ either via refraction (eq. 2) or reflection (eq. 3).

   Note: if $B_{ij}$ is only implicitly described by $V$ values, the normal vector has to be numerically searched, but this search can again be done efficiently and to machine precision using the bisection method, which will take poly-log time.
5. Update the remaining time using $\hat{\delta} \leftarrow \hat{\delta} - \tau$, and return to Stage 1.

**Remark 3.9.** This method no longer requires at most one impact per step, and it is effective as long as the computed hitting time corresponds to the first hitting. It is not symplectic. Order of accuracy is numerically observed to be $l$ in the same sense as before. Reversibility is achieved if (i) $\psi$ is reversible, and (ii) every time the first (backward) hitting time is exactly solved for.

The example in Section 4.4 showcases the efficacy of this adaptive method. There the interface actually has kinks (corresponding to corners). Numerically these corners are never exactly reached, but impacts near them can be clustered in time.

4 Numerical experiments

4.1 Quantification via a quadratic benchmark problem

**Setup.** Consider a one degree-of-freedom problem where the smooth part of the potential is a quadratic function and the jump part corresponds to only one interface, i.e., (4). This is an analytically solvable case (see Sec. 2.2.1), and we chose it so that numerical and exact solutions can be compared to precisely quantify long time accuracy and numerical order of convergence.

Here we use parameters $\omega = 2$, $q_{\text{off}} = 1$, $\Delta V = 3$, $q_{\text{jump}} = 2$.

Fig. 4 compares the performances of our 1st-order symplectic Integrator 1 (Sec. 3.1), a non-symplectic version of this 1st-order method, our 4th-order reversible Integrator 3 (based on a 4th-order reversible smooth integrator) (Sec. 3.4), an irreversible version of this 4th-order method (based on a smooth integrator of 4th-order Runge-Kutta), and the penalty method (based on a regularized Hamiltonian and a 4th-order reversible symplectic integration of this smooth Hamiltonian). The 3rd-order symplectic integrator in Sec. 3.3 is excluded because it gives the exact solution for this example. The exact solution is periodic with period $\approx 3$, and the comparison is over $T = 10^3$ which should be considered as a long time.

The penalty method simulates a regularized smooth penalty Hamiltonian

$$H(q, p) = \|p\|^2/2 + U(q) + \Delta V \frac{1}{1 + \exp(-\alpha(q - q_{\text{jump}}))}.$$  

The simulation uses 4th-order symplectic integrator based on triple jump (see e.g., [34]).

The non-symplectic 1st-order integrator used is simply a forward Euler type, with one $h$-step update given by

$$[q, p] \mapsto \phi_1^{h/2}[q, p] + \phi_2^h[q, p] + \phi_1^{h/2}[q, p],$$

where $\phi_1$ is given by [5] and $\phi_2$ is given by (6–10). As a reminder and a comparison, the symplectic 1st-order integrator used here is $[q, p] \mapsto \phi_1^{h/2} \circ \phi_2^h \circ \phi_1^{h/2}[q, p]$. 
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Figure 4: A benchmark problem: potential = quadratic + step function. First 4 rows: respectively, 1st-order symplectic, 1st-order non-symplectic, 4th-order reversible, 4th-order irreversible (Runge-Kutta based); left: $h = 0.01$, right: $h = 0.1$. Last row: penalty method, i.e., 4th-order symplectic integration of a regularized Hamiltonian; left: $\alpha = 10^4$, $h = 10^{-5}$, right: $\alpha = 10^3$, $h = 10^{-5}$. 
Figure 5: Super long time performances of proposed methods. 3 rows: respectively, 1st-order symplectic, 4th-order reversible, 4th-order irreversible. Penalty method unaffordable.

**Results.** The left half of Fig.4 shows that the 1st-order symplectic method and the 4th-order reversible method exhibit linear growth of error, and almost no drift in energy but only fluctuations. Both are similar to that of the symplectic/reversible integration of smooth integrable systems. On the contrast, the 1st-order non-symplectic method has too much artificial energy injected due to the numerics, and the 4th-order irreversible method (Runge-Kutta based) has artificial energy dissipation, although the amount is small due to small $h$, high-order, and $T$ not too large. More on long time performance will follow.

Comparing the first 4 rows of the left and right halves of Fig.4, which differ by different step sizes, one sees consistency with the claimed order of each method. More on convergence order will follow.

The 5th row shows that the penalty method, when used with a sufficiently small $h$, such as $o(1/\alpha)$, has error that is only 1st order in $1/\alpha$.

To further study these observations, performances over even longer time span ($T = 2 \times 10^5$) are investigated in Fig.5. We see rather irregular, however bounded global error of the 1st-order symplectic method. This should not be surprising as the classical Hamiltonian backward error analysis no longer applies due to discontinuity. The 4th-order irreversible (Runge-Kutta based) method artificially dissipates energy, and its solution error changes like the traditional exponential error growth of non-symplectic methods for smooth problems. The 4th-order reversible (symplectic integrator based) method seems to exhibit linear error growth; however, we note a small but definite drift in its energy error, which is not solely oscillatory. We hope that a symplectic counterpart would not have this drift, but its design remains an open problem.

Fig.6 confirms that our 1st-order symplectic integrator and 4th-order reversible integrator are indeed 1st and 4th order (note time points of impact are few and therefore negligible after the averaging).
4.2 Improved accuracy when there is only one linear interface: a nonlinear example

Let’s now consider a problem with smooth and jump potentials, respectively,

\[ U(q) = (q - q_c)^4 / 12, \quad V(q) = \begin{cases} \Delta V, & q > q_{\text{jump}} \\ 0, & q < q_{\text{jump}} \\ \text{undefined}, & q = q_{\text{jump}} \end{cases} \]

Due to the nonlinearity created by \( U \), no exact solution is available as a benchmark to compare against. However, as there is only one linear interface, the high-order symplectic method in Sec.3.3 applies.

Fig.7 compares the performances of a 3rd-order Integrator 2, a 2nd-order integrator (Remark 3.3), and a 1st-order Integrator 1, all symplectic. The results indicate consistency with the claimed orders of the methods (Fig.8 further confirms this), and the 2nd- and 3rd-order versions have much more regular long time energy behaviors (note: all three are reversible!)

In these experiments, \( \Delta V = 2 \), \( q_{\text{jump}} = 0 \), \( q_c = 1 \). Trajectory errors are computed by comparing against a tiny step-sized (\( h = 10^{-5} \)) 3rd-order (Integrator 2) simulation.

4.3 An example in which the interface is given by a level set; conservation of momentum map

Setup. We now consider an example in which the discontinuous Hamiltonian has a symmetry. For continuous Hamiltonians, this would imply the conservation of a corresponding momentum map, due to Noether’s theorem [66]. Moreover, a symplectic discretization of the continuous Hamiltonian system can inherit this conservation under
Figure 7: Long time performances of 1st-, 2nd-, and 3rd-order symplectic integrators for a nonlinear problem with one linear interface.

Figure 8: Verifications of the orders of 1st-, 2nd-, and 3rd-order symplectic methods (Integrator 1, that in Rmk.3.3, and Integrator 2). Averaged global errors are root-mean-square errors, computed as $\sqrt{1/(T/h + 1) \sum_{i=0}^{T/h} (q_{i,\text{num}} - q_{\text{benchmark}}(ih))^2}$, $T = 100$. 
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nontrivial but reasonable conditions (see [62] Chap.1.3.3 and 1.4.2 for details). Unfortunately, the analogous results for discontinuous Hamiltonians are currently unknown. For our specific example, however, the exact solution would still have a symmetry-based conservation law in addition to energy conservation, and this section investigates whether symplectic Integrator 1 numerically captures this conservation too.

This example has 2 degrees of freedom and significant nonlinearity. The smooth potential is gravitational, $U(q) = -1/\|q\|_2$. However, the solution does not follow the classical 1-body dynamics which corresponds to Keplerian orbits, as there is an additional nonsmooth potential

$$V(q) = \begin{cases} 0, & \|q\| < r_{jump} \\ \Delta V, & \|q\| > r_{jump} \end{cases}.$$  

Obviously here the discontinuous interface is nonlinear, and representable by the zero level set of function $\|q\| - r_{jump}$.

The Hamiltonian $\|p\|^2/2 + U(q) + V(q)$ is invariant under rotations in the plane, and it is not hard to see its exact solution conserves the angular momentum $L := p \times q = p_1 q_2 - p_2 q_1$ as impact only changes the radial component of $p$.

Meanwhile, note that although the Hamiltonian is invariant under rotations, its trajectory is not. Even without the jump discontinuity, the solution as a Keplerian orbit is not a circle, unless its initial condition is special enough to lead to a zero eccentricity.

Fig.9 compares our 1st-order symplectic simulation (by Integrator 1) with a benchmark solution that uses $\sim 100\times$ computational cost, as well as a nonsymplectic version of Integrator 1. $\Delta V = 0.125, r_{jump} = 1.2, q(0) = [1, 0], p(0) = [0, 1.4]$. The nonsymplectic version used is simply a forward Euler type, with one $h$-step update given by

$$[q, p] \mapsto \phi^h_1[q, p] + \phi^h_2[q, p],$$

where $\phi_1$ is given by (5) and $\phi_2$ is given by (6–10). For a fair comparison, the symplectic version used here is an irreversible variation (based on Lie-Trotter splitting instead of Strang splitting), with one $h$-step update given by.

$$[q, p] \mapsto \phi^h_1 \circ \phi^h_2[q, p].$$

The benchmark solution was generated by fine symplectic simulation of a regularized smooth penalty Hamiltonian

$$H(q, p) = \|p\|^2/2 + U(q) + \Delta V \frac{1}{1 + \exp\left(-\alpha(\|q\| - r_{jump})\right)}.$$  \hspace{1cm} (13)

This simulation uses 4th-order symplectic integrator based on triple jump (see e.g.,[34]) with $h = 10^{-5}$, with penalty parameter $\alpha = 10^5$. Both parameters $\alpha$ and $h$ were tuned to ensure high precision with lowest possible computational cost.

**Results.** Fig.9 illustrates the orbits and our method agrees well with the benchmark but uses a $100\times$ larger stepsize, and that even if it uses a $1000\times$ larger stepsize, the long
Figure 9: Conservation of angular momentum in the presence of rotational symmetry
time error is still moderate (mainly due to accumulated phase error). For the purpose of visualizing the orbit, the simulation time is chosen to be \( T = 500 \), which is relatively long, as one can see a nonsymplectic method gradually loses its energy and the particle eventually drops to an orbit with a large semi-major axis which no longer crosses the interface.

Fig. 9b and 9c respectively plot how the energy and angular momentum, computed from the numerical solutions, deviates from their true values in time dependent ways. As expected, (i) the 1st-order symplectic method exhibits \( \mathcal{O}(h) \) fluctuation in energy, while a nonsymplectic version accumulates error in energy; (ii) angular momentum is numerically conserved; the small error is due to limited machine precision, and \( h = 0.001 \) gives more error than \( h = 0.01 \) because it uses 10\( \times \) more steps, each of which induces a small arithmetic error. Fig. 9d confirms that these deviations are truly bounded over super long time \( (T = 100,000) \).

### 4.4 Sauteed Mushroom: irregular interface geometry and complex dynamics (trapped or ergodic?)

Finally, we demonstrate the capability of the proposed approach using an example where both the interface and the corresponding dynamics are complicated. Among all methods mentioned in this paper, only the adaptive Integrator 4 suits the investigation of the ergodic aspect of the dynamics, which requires accurate and affordable long-time simulation, because it can be \( \geq 4 \)th-order and capable of capturing multiple impacts in a short duration while still using a large step size. Note the purpose of this section changed a little bit, as we are shifting from demonstrating the correctness of the proposed method to using it as a tool that, for the first time, allows us to probe some hard problems and make conjectures.

More precisely, let’s study a system that complicates the Bunimovich Mushroom, which is a classical example of Hamiltonian systems in divided phase space that ‘demonstrates a continuous transition from a completely chaotic system (stadium) to a completely integrable one (circle)’ \[^9\]. The specific mushroom we consider is a subset of \( \mathbb{R}^2 \), defined as

\[
\mathcal{M} = \{(x,y) \mid x^2 + y^2 \leq 2, y \geq 0\} \cup \{(x,y) \mid |x| \leq 1, |y| \leq 1, y \leq 0\}
\]

In the language of this paper, the classical Bunimovich Mushroom considers the discontinuous Hamiltonian dynamics of a particle, with initial condition inside \( \mathcal{M} \), without any smooth potential (i.e., \( U(q) = 0 \)), and an infinite potential barrier at the mushroom boundary (i.e., \( V(q) = 0 \) if \( q \in \mathcal{M}^o \), \( V(q) = +\infty \) if \( q \in \mathcal{M}^c \), and undefined otherwise). The particle basically travels in straight line at constant speed until hitting the boundary, and then be reflected and travels as a free particle again until the next reflection, and the whole procedure repeats. Note the reflections can be arbitrarily frequent due to sharp corners (and hence our choice of an adaptive integrator). Among many beautiful results, one was the demonstration of that the phase space splits an integrable island and a chaotic sea \[^9\], and initial conditions in one region will not be able to percolate into the other region.
New to this paper is the addition of a nontrivial smooth potential. We are interested in how it could change the global dynamics. Specifically, consider the aforementioned jump potential $V$ and a smooth potential $U(q) = a((q_1 - q_{s1})^4 + (q_2 - q_{s2})^4)/4$, where $a$ and vector $q^s$ are constant parameters, corresponding to a vectorial anharmonic attraction to $q^s$.

In all experiments presented here, the sautee source is fixed at $q_s = [-0.5; -2]$, i.e., the left bottom of the mushroom. The initial condition is fixed as $q(0) = [1.5; 0.2], p(0) = [0; 1]$, which is in the regular island of the classical mushroom (i.e., $a = 0$). Fig. 10 shows distinct dynamics for different values of $a$ (short time simulations were provided in addition to long time ones for visualizing the dynamics). The same initial condition is used for all $a$ values. Although this initial condition corresponds to a regular island in the classical Bunimovich mushroom (Fig. 10a), when $a = 0.008$ the dynamics appears to be chaotic and ergodic on the entire mushroom. When $a$ takes a larger value of 0.08, however, it seems the dynamics is no longer ergodic any more, although still possibly chaotic, and the trajectory remains trapped in part of the mushroom.

Of course, these observations depend on the choice of the sautee source $q^s$ too.

Here both the legacy code $\psi$ used by Integrator 4 and the integrator in the bisection method (Sec. 3.2) for estimating the time to impact are the 4th-order symplectic integrator based on triple jump.

5 Discussion and conclusion

The accurate and efficient simulation of mechanical systems with discontinuous potentials is an important problem. In fact, a special case, namely ‘impact/collision/contact integrators’ for potentials with infinitely-high discontinuous barrier(s), has been extensively studied due to extensive applications in engineering and sciences.

The general case where jumps can be finite, however, appears to be insufficiently studied yet. To that end, this article proposes four numerical methods, each with distinct applicability. As for general problems, the first method that we recommend to try (among the four plus the penalty method) is the adaptive high-order Integrator 4. This is because of its robustness to complex interface geometry, together with the fact that whether/how symplecticity benefits long time accuracy is no longer clear (yet) in the discontinuous setting. This integrator already has, at least empirically, pleasant long time behaviors, and is computationally rather efficient too.

Those constructions were, however, only a first attempt to this problem, and several questions remain open. For example, (i) How to construct high-order symplectic integrators for general discontinuous potentials? Although we did obtain a 1st-order version for general problems, severe order-reduction from the classical continuous theory is encountered, and it is unclear if there is an order barrier or it is just that a higher-order explicit version remains to be developed. (ii) What would be the advantage(s) of having a symplectic method? Backward error analysis, if still applicable, needs to be completely revamped, and this includes both the modified equation/Hamiltonian theory and the error propagation analysis.
Figure 10: Sauteed mushroom: switching between trapped and ergodic dynamics controlled by the sautee parameter $a$. 

(a) $a = 0$, medium time
(b) $a = 0.008$, medium time
(c) $a = 0.08$, medium time
(d) $a = 0$, long time
(e) $a = 0.008$, long time
(f) $a = 0.08$, long time
Moreover, the rich field of ‘impact/collision/contact integrators’ has already developed a number of brilliant ideas, and we think many of them can be extrapolated to the more general setting in this article. For example, stabilization techniques may lead to further improved long term behaviors. Such (and more) explorations will be left as future work.

Other applications and extensions of these methods include geometrical optics, where waves can be partially transmitted and reflected \cite{46} at interfaces, high frequency elastic waves through interfaces \cite{41}, surface hopping problems \cite{44} in computational chemistry, and quantum-classical coupling algorithms \cite{42, 43}.

A side remark is that the sauteed mushroom (Sec.4.4) is definitely under-investigated in this article from a dynamical system perspective, but we hope it could demonstrate the applicability of our numerical integrator, and provoke thinking about its global dynamics and bifurcation in the future.
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7 Appendix

7.1 Why does Strang splitting no longer produce a 2nd-order method

This section will give an example for which Integrator 1 does not have a 3rd-order local truncation error, even though it is a time-reversible method constructed via symmetric Strang splitting (which is guaranteed to have a 3rd-order truncation error in the smooth case).

Consider the quadratic problem given in Section 2.2.1 and denote by \( q, p \) the current position and momentum. Assume \( q = q_{\text{jump}} - Ch \) for some bounded constant \( C > 0 \), and \( p > 0 \) is sufficiently large, so that an impact will happen in \( h \)-time and the interface crossing will be a refraction. In this case, the exact solution after \( h \)-time, \( Q, P \), is given by

\[
\begin{align*}
\hat{p} &= \sqrt{\omega^2(q - q_{\text{off}})^2 + p^2 - \omega^2(q_{\text{jump}} - q_{\text{off}})^2} \\
t &= \frac{(2\pi - \text{atan2}(\hat{p}/\omega, q_{\text{jump}} - q_{\text{off}}) + \text{atan2}(p/\omega, q - q_{\text{off}}))}{\omega} \\
\tilde{p} &= \sqrt{\hat{p}^2 - 2\Delta V} \\
Q &= q_{\text{off}} + \cos(\omega(h - t))(q_{\text{jump}} - q_{\text{off}}) + \sin(\omega(h - t))\tilde{p}/\omega \\
P &= -\omega \sin(\omega(h - t))(q_{\text{jump}} - q_{\text{off}}) + \cos(\omega(h - t))\tilde{p}.
\end{align*}
\]

The numerical solution produced by Integrator 1, denoted by \( Q_1, P_1 \), is given by

\[
\begin{align*}
\hat{p}_1 &= p - h\omega^2/(2(q - q_{\text{off}})) \\
\tau &= (q_{\text{jump}} - q)/\hat{p}_1 \\
\tilde{p}_2 &= \sqrt{\tilde{p}_1^2 - 2\Delta V} \\
Q_1 &= q_{\text{jump}} + (h - \tau)\tilde{p}_2 \\
P_1 &= \tilde{p}_2 - h\omega^2/2(Q_1 - q_{\text{off}})
\end{align*}
\]

Position. Its truncation error is only 2nd-order. More precisely, we check how well \( Q_1 \) approximates \( Q \) by letting

\[
\begin{align*}
a_0 &= \lim_{h \to 0} (Q - Q_1), \quad a_1 = \lim_{h \to 0} \frac{Q - Q_1 - a_0}{h}, \quad a_2 = \lim_{h \to 0} \frac{Q - Q_1 - a_0 - a_1 h}{h^2}.
\end{align*}
\]

Laborious algebra will show that

\[
\begin{align*}
a_0 &= 0, \quad a_1 = 0, \quad a_2 = \frac{2C\Delta V + (Cp - p^2)\left(p - \sqrt{p^2 - 2\Delta V}\right)}{2p^3\sqrt{p^2 - 2\Delta V}}(C - p)(q_{\text{off}} - q_{\text{jump}})\omega^2,
\end{align*}
\]

which means \( Q = Q_1 + \mathcal{O}(h^2) \). However, if \( \Delta V = 0 \), it can be checked that \( a_2 = 0 \), which means the truncation error returns to be 3rd-order, and that is consistent with the fact that the integrator should be 2nd-order in the smooth case.
Momentum. Its truncation error is only 1st-order. More precisely, we check how well $P_1$ approximates $P$ by letting

$$b_0 = \lim_{h \to 0} (P - P_1), \quad b_1 = \lim_{h \to 0} \frac{P - P_1 - b_0}{h}, \quad b_2 = \lim_{h \to 0} \frac{P - P_1 - b_0 - b_1 h}{h^2}.$$  

Laborious algebra will show that

$$b_0 = 0, \quad b_1 = \frac{p - \sqrt{p^2 - 2\Delta V}}{2p} (2C - p)(q_{\text{off}} - q_{\text{jump}}) \omega^2,$$

$$b_2 = \frac{\omega^2}{4p^3 \alpha^4} \left(-2C^2 (4\Delta V^2 (p\alpha - \beta) - 2\Delta V p^2 (p\alpha - 2\beta) + p^3 (\alpha - p) \beta) - 4C \Delta V p^2 \alpha^3 + \Delta V p^3 \alpha \beta\right),$$

where $\alpha = \sqrt{p^2 - 2\Delta V}$ and $\beta = \omega^2 (q_{\text{jump}} - q_{\text{off}})^2$.

This means $P = P_1 + O(h)$. However, if $\Delta V = 0$, it can be checked that $b_1 = 0$ and $b_2 = 0$, which means the truncation error returns to be 3rd-order. That is again consistent with the 2nd-order nature in the smooth case.

References


35


