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a b s t r a c t

We present a class of asymptotic-preserving (AP) schemes for the nonhomogeneous
Fokker–Planck–Landau (nFPL) equation. Filbet and Jin [16] designed a class of AP schemes
for the classical Boltzmann equation, by penalization with the BGK operator, so they
become efficient in the fluid dynamic regime. We generalize their idea to the nFPL
equation, with a different penalization operator, the Fokker–Planck operator that can be
inverted by the conjugate-gradient method. We compare the effects of different penaliza-
tion operators, and conclude that the Fokker–Planck (FP) operator is a good choice. Such
schemes overcome the stiffness of the collision operator in the fluid regime, and can
capture the fluid dynamic limit without numerically resolving the small Knudsen number.
Numerical experiments demonstrate that the schemes possess the AP property for general
initial data, with numerical accuracy uniformly in the Knudsen number.

Published by Elsevier Inc.

1. Introduction

The nonlinear Fokker–Planck–Landau (nFPL) equation is widely used in plasma physics. It is a Boltzmann type kinetic
equation that describes the dynamics of the phase space density distribution function f = f(t,x,v) of charged particles at posi-
tion x, time t with velocity v. The rescaled nFPL equation reads

@tf þ v � rxf ¼ 1
�

Qðf Þ; x 2 RNx ; v 2 RNv ð1:1Þ

with the nFPL operator

Qðf Þ ¼ rv �
Z

RNv
Aðv � v�Þðf ðv�Þrv f ðvÞ � f ðvÞrv� f ðv�ÞÞdv�; ð1:2Þ

where the semi-positive definite matrix A(z) is given by

AðzÞ ¼ WðzÞ I � z� z

jzj2

 !
; WðzÞ ¼ jzjcþ2

: ð1:3Þ

Here � is the Knudsen number, defined as the ratio of mean free path and the typical length scale. The parameter c is deter-
mined by the type of interaction between particles. In the case of inverse power law relationship, that is, when two particles
at distance r interact with a force proportional to 1=rs; c ¼ s�5

s�1. For example, in the cases of the Maxwell molecules c = 0
(corresponding to s = 5) and for the Coulomb potential c = �3 (corresponding to s = 2).
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The nFPL equation is derived as a limit of the Boltzmann equation when all the collisions become grazing. It is more rel-
evant in physics for charged particles, where the Coulomb potential is presented. The first derivation was due to Landau
[25,26]. For a mathematical derivation and analysis, we refer to the work of Arsenev and Buryak [1], Degond and
Lucquin–Desreux [10], Desvillettes [12], Goudon [19] and also a detailed review by Villani [38]. In this article we will always
take c = �3, while the scheme itself can be applied to any c.

Similar to the classical Boltzmann operator, the nFPL operator (1.2) also preserves mass, momentum and energy. This can
be seen from its weak formulation. Noting

Qðf Þ ¼ rv �
Z

RNv
Aðv � v�Þf ðv�Þf ðvÞ rv log f ðvÞ � rv� log f ðv�Þð Þdv�;

one obtainsZ
RNv

Qðf Þ/dv ¼ �1
2

Z Z
RNv �RNv

f ðv�Þf ðvÞ rv/ðvÞ � rv�/ðv�Þð ÞT Aðv � v�Þ rv log f ðvÞ � rv� log f ðv�Þð Þdv� dv : ð1:4Þ

Here r/ is a column vector and (�)T is the matrix transpose operation. The conservations of mass and momentum are
straightforward. The conservation of energy follows from the fact that the null space of A(z) is span{z}, i.e.,

AðzÞz ¼ 0:

Besides if one takes / = log f in (1.4), due to the semi-positivity of A(z), one obtains the entropy dissipation inequalityZ
RNv

Qðf Þ log f 6 0: ð1:5Þ

Here the equality holds only if f is the (local) equilibrium

Mðx;vÞ ¼ qðxÞ
ð2pTðxÞÞNv =2 exp �ðv � uðxÞÞ2

2TðxÞ

 !
; ð1:6Þ

where the macroscopic quantities are given by

q ¼
R

RNv f dv;
u ¼ 1

q

R
RNv vf dv;

T ¼ 1
Nq

R
RNv ðv � uÞ2f dv :

8>><>>:
Finally, as in the classical Boltzmann equation, when �? 0, the moments of solution to (1.1) are governed asymptotically

by the macroscopic Euler equations

@tqþrx � qu ¼ 0;
@tðquÞ þ rx � ðqu� uþ pIÞ ¼ 0;
@tEþrx � ððEþ pÞuÞ ¼ 0;

8><>: ð1:7Þ

where the total energy E ¼ 1
2 qu2 þ N

2 qT and the pressure is given by the equation of state

p ¼ qT:

A lot of efforts have been devoted to the numerical schemes for the nFPL equation recently. In [39,2,11,4–6], conservative
finite difference type discretizations for the space homogeneous equation was derived. To reduce the computational cost
caused by the high dimensional integral in the collision operator, spectral schemes were derived in [31,32,17]. However
all these (explicit) schemes suffer from the stability constraint Dt < C�Dv2. Lemou and Mieussens [28] proposed a class of
implicit schemes, which invert a linear system, instead of a nonlinear one. However a full matrix needs to be inverted in their
scheme.

We would like to develop numerical schemes for Eq. (1.1) that can capture the fluid dynamic limit (1.7) automatically
when �? 0. This is the so-called Asymptotic Preserving (AP) scheme, a term first introduced by Jin [22]. An AP scheme is
efficient in the fluid dynamic regime (�� 1) since it allows one to capture the fluid dynamic limit (1.7) without numerically
resolving small scale �. In recent years many AP schemes have been designed for kinetic equations, see for example [16,21]
and references therein.

Recently Filbet and Jin [16] proposed a new class of AP schemes for the Boltzmann equation by penalization with BGK
operator

f nþ1 � f n

Dt
þ v � rxf n ¼ 1

�
Qðf nÞ � bðMn � f nÞ þ b Mnþ1 � f nþ1

� �h i
: ð1:8Þ

The stiffness in the Boltzmann collision operator 1
�Qðf Þ can be overcome by the implicitly discretized BGK operator

b
� ðM

nþ1 � f nþ1Þ, for large enough constant b. Since the implicit BGK operator can be solved explicitly, this method avoids
the complexation of inverting the Q(f) for small �.
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The goal of this paper is to generalize their idea to the nFPL equation. The diffusive nature in the nFPL operator introduces
new stiffness, which requires the penalization term to be also diffusive. The BGK operator is not suitable as a penalization
any more. Several candidates are available. Analytical and numerical study in this paper show that the best choice is the fol-
lowing Fokker–Planck (FP) operator,

PFPðf Þ ¼ PM
FPf ¼ rv � Mrv

f
M

� �� �
: ð1:9Þ

The FP operator is a linear operator when the Maxwellian M is time independent, in the case of the space homogeneous
Fokker–Planck equation

@tf ¼ PM
FPf :

Since PM
FPf preserves the macroscopic variables (density, momentum and energy), the Maxwellian M does not change in time.

The study of the FP operator can provide a useful guidance to study the classical Boltzmann operator (see [37]). We refer to
[30,14] and the references therein for more detailed study. The numerical methods of FP equation were first introduced by
Chang and Cooper [9]. Since then it has been studied in many works, such as [27,15,7]. In this article we also introduce a new
discretization for the FP operator, which leads to a symmetric matrix, hence is easy to invert.

Here we summarize our new schemes. The first order scheme for the nFPL Eqs. (1.1) and (1.2) reads

f nþ1 � f n

Dt
þ v � rxf n ¼ 1

�
Qðf nÞ � bPnf n þ bPnþ1f nþ1
� �

ð1:10Þ

where Pnf n ¼ PMn

FP f n is the FP operator (1.9) and b is given by

b ¼ b0 max
v

kðDAðf ÞÞ: ð1:11Þ

Here b0 is a constant satisfying b0 >
1
2. A good choice is b0 = 1. k(DA) is the spectral radius of the positive symmetric matrix DA,

with DA(f) defined by

DAðf Þ ¼
Z

Aðv � v�Þf�dv�: ð1:12Þ

A second order implicit–explicit (IMEX) type scheme reads

f ��f n

Dt=2 þ v � rxf n ¼ Qðf nÞ�bPnf n

� þ bP� f �

� ;

f nþ1�f n

Dt þ v � rxf � ¼ Qðf �Þ�b�P� f �

� þ b�Pnf nþb�Pnþ1f nþ1

2�

8<: ð1:13Þ

with P(f) the FP operator (1.9). Suggested by numerical experiments, we take

b ¼ b0 max
v;k

kðDAðf ÞÞ;

b� ¼ b0 max
v;k

kðDAðf �ÞÞ:
ð1:14Þ

Again the constant coefficient satisfies b0 >
1
2. A good choice is b0 ¼ 2þ

ffiffiffi
2
p� �

.
If the initial data is close to equilibrium, i.e., fI = MI + O(�), then the numerical solutions computed by schemes (1.10) and

(1.13) always satisfy fn �Mn = O(�), due to the implicit discretized FP operator Pn+1fn+1. Therefore the moments of f solve (1.7)
automatically, as �? 0 with fixed Dx, Dv, Dt. Note that for an explicit scheme one cannot expect fn �Mn = O(�) even if ini-
tially it is.

If the initial data is far away from equilibrium, i.e., fI = MI + O(1), our numerical experiments shows that fn �Mn = O(�) for
sufficiently large n. This is the weakened AP property introduced in [16].

This article is organized as following. In Section 2 we describe the time discretization of the nFPL equation based on
penalization. Then we give further details on the implementation of the schemes in Section 3, where we also introduce a
symmetric operator to solve the linear system involving Pnþ1

FP efficiently. Finally we perform a series of numerical simulation
in Section 4 to demonstrate the desired AP property and the numerical accuracy.

2. An AP scheme for the nFPL equation by penalization

An explicit scheme for the classical Boltzmann equation has to use time step Dt � �, due to the stiffness introduced by 1
� in

the collision operator. As �? 0 this would be too expensive. This is even worse for the nFPL equation since one has to take
Dt � �Dv2. An implicit scheme has no such restriction on the time step. But implicit schemes involve inverting an operator
containing Q(f), which cost a lot if one uses Newton’s solver.

In [16] a penalization method (1.8) was introduced to overcome this difficulty. The BGK operator is used as the penali-
zation, when Q(f) is the classical Boltzmann operator. In this section we extend Filbet and Jin’s idea in [16] in very different
way.
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The first question is, which operator is suitable as the penalization P(f) for the nFPL operator. Unlike the classical
Boltzmann operator, the nFPL operator behaves more like a diffusion operator. The stiffness on the right side of (1.1) comes
from two parts: the stiffness due to 1

� when � is small and the stiffness due to the diffusive nature of (1.2). We first use a toy
model to motivate our idea.

2.1. A toy nonlinear diffusion equation

Consider the N-dimensional diffusion equation for u(x, t), with x 2 RN ,

@u
@t
¼ 1
�
rx � ðAðu; xÞrxuÞ; ð2:1Þ

where A(u,x) is a semi-positive definite N � N matrix. A can depend on u and x.
When � is small, this equation suffers from the stiffness originated from the diffusive operator and the large coefficient 1

�.
An explicit scheme requires Dt � O(�(Dx)2). We apply the penalization idea to remove this stiffness. The same idea has been
used to solve the fourth order surface diffusion equation by Smereka [33]. See also a more recent application in imaging pro-
cessing [3].

Consider the following scheme with an diffusion term b
�r

2
x u added and subtracted, but discretized at different time level.

unþ1 � un

Dt
¼ 1
�
rx � ðAðun; xÞrxunÞ � b

�
r2

x un þ b
�
r2

x unþ1: ð2:2Þ

For stability one requires

b P
1
2

max
x2RN ;u2R

kðAðu; xÞÞ: ð2:3Þ

One can show the following result.

Theorem 2.1. The scheme (2.2) is a stable time discretization of (2.1) under the condition (2.3). More precisely, define the energy

En ¼
Z
junj2 þ bDt

�
jrxunj2

� �
dx;

then En+1
6 En, for any n P 0.

The proof is similar to that in [3]. For completeness, we give the proof in the Appendix.
Besides, for the isentropic case A(u,x) = aI, where a is a constant and I is the identical matrix, one can obtain a positivity

preserving scheme under a stronger condition

b P max
x2RN ;u2R

kðAðu; xÞÞ ¼ a: ð2:4Þ

Without loss of generality, we assume a = 1.

Theorem 2.2. Consider the heat Eq. (2.1) in the isentropic case A(u,x) = I, with nonnegative initial data uI P 0. The scheme (2.2)
gives nonnegative solutions un under the condition (2.4).

Proof. The solution to (2.2) can be written as

unþ1 ¼ 1� bDt
�
r2

x

� ��1

1þ ð1� bÞDt
�

r2
x

� �
un ¼ 1� bDt

�
r2

x

� ��1

1� 1
b

� �
1� bDt

�
r2

x

� �
þ 1

b

� �
un

¼ 1� 1
b

� �
un þ 1

b
1� bDt

�
r2

x

� ��1

un:

Notice that the second term

unþb ¼ 1� bDt
�
r2

x

� ��1

un

is just an approximation of u((n + b)Dt) solved by the backward Euler scheme

unþb � un

bDt
¼ 1
�
r2

x unþb:

The exact solution of un+b is nonnegative due to the maximum principle. As long as one can find a positive solver for the im-
plicit scheme, one can obtain a nonnegative un+1 by taking the linear combination of un and un+b, under the condition
b P 1. h
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Remark 2.3. To the authors’ knowledge, this positivity result is new. The positivity preserving property for the scheme (2.2)
to the non-isentropic case A(u,x) – aI is not clear yet. Theorem 2.2 suggests that the choice of

b P max
x2RN ;u2R

kðAðu; xÞÞ

is better than 1
2 6

b
maxx2RN ;u2RkðAðu;xÞÞ < 1, although in both cases the scheme is stable.

Remark 2.4. The proof for positivity is valid as long as, (i) a linear operator L is used as both the original operator and the
penalization operator

unþ1 � un

Dt
¼ 1
�
Lun � b

�
Lun þ b

�
Lunþ1:

and (ii) the backward Euler gives nonnegative un+b. For example, Lu ¼ �u; Lu ¼ r2u and the linear Fokker–Planck operator
we will study later.

Remark 2.5. For diffusion Eq. (2.1), one cannot take PðuÞ ¼ � b
� u as the penalization operator. We give a simple argument

here. For simplicity, we consider the one dimensional equation

ut ¼
1
�

uxx

with the penalization scheme

unþ1 � un

Dt
¼ 1
�

un
xx þ

b
�

un � b
�

unþ1: ð2:5Þ

After the Fourier transform on x, one gets

ûnþ1 � ûn

Dt
¼ � k2

�
ûn þ b

�
ûn � b

�
ûnþ1;

where û is the Fourier transform of u, and k the Fourier number. Then

ûnþ1 ¼ �þ ðb� k2ÞDt
�þ bDt

ûn:

For stability uniformly in �, one needs

b P
1
2

max
k

k2 ¼ OðN2
x Þ ¼ O

1

ðDxÞ2

 !
;

where Nx is the number of grid points in the x direction.
Since b appears in the truncation error for (2.5), this gives the error of (2.5) like O Dt

�ðDxÞ2

� �
, which is not good in the regime

Dt > O(�(Dx)2).
On the other hand, if one applies the parabolic penalization,

unþ1 � un

Dt
¼ 1
�

un
xx �

b
�

un
xx þ

b
�

unþ1
xx ;

then b P 1
2 gives a stable scheme. b ¼ 1

2 is the well known Crank–Nicolson scheme while b = 1 gives the backward Euler
scheme.

2.2. The choice of penalization operator for the nFPL equation

As illustrated in the last subsection, the classical BGK operator P = (M � f) used in [16] to penalize the classical Boltzmann
equation can not be used here. Instead, we impose the following criteria for the choice of P:

(C1) P(f) preserves mass, momentum and energy.
(C2) P(f) is easy to invert, or at least easier than Q(f).
(C3) P(f) contains a diffusion operator.
(C4) P(f) can push f toward the equilibrium M.

The condition (C4) implies the operator is well balanced, i.e. P(f) = 0 if and only if f = M. This is a necessary condition for AP
property.
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To find a suitable penalization P(f), a key observation is the fact that the diffusion in the nFPL operator (1.2) is on (f �M),
not on f. In other words, one needs to extract a diffusion operator on (f �M) from (1.2). To do this, note that

rf ¼ r M
f
M

� �
¼ f

M
rM þMr f

M
¼ fr log M þMr f

M
;

thus the nFPL operator (1.2) can be rewritten as

Qðf Þ ¼ rv �
Z

Aðv � v�Þ f�rv f � frv� f�ð Þdv�

¼ rv �
Z

Aðv � v�Þ f�f rv log M �rv� log M�ð Þ þ f�Mr
f
M
� fM�rv�

f�
M�

� �
dv�

¼ rv � DAðf ÞMr
f
M

� �
�rv � FAðf Þfð Þ; ð2:6Þ

where DA(f) is defined in (1.12), and

FAðf Þ ¼
Z

Aðv � v�ÞM�rv�
f�

M�
dv�:

Here we have used the fact

Aðv � v�Þðrv log M �rv� log M�Þ ¼ 0:

The first term in (2.6) is a diffusion operator on f �M we desire, which can be written as

rv � DAðf ÞMr
f �M

M

� �
:

Thus a natural choice of the penalization operator is the Fokker–Planck (FP) operator

Pðf Þ ¼ PM
FPf ¼ rv � Mrv

f
M

� �� �
: ð2:7Þ

Motivated by Theorem 2.1, the stability condition on b is conjectured as

b P
1
2

max
v

kðDAðf ÞÞ: ð2:8Þ

The convolution type 2 � 2 or 3 � 3 matrix DA(f) can be computed without difficulty by the Fast Fourier Transform. Actu-
ally the Fourier transform of A(v) and f(v) are obtained as a by-product during the computation of Q(f), if one applies a spec-
tral scheme such as in [32]. Then the eigenvalue can be computed easily.

Remark 2.6. It is easy to check that this P(f) satisfies the requirements (C1)–(C3) we looked for. As for (C4), let us consider
the homogeneous equation

@tf ¼ PM
FPf ¼ rv � Mrv

f
M

� �� �
:

A classical fact is that, the relative entropy

Hðf jMÞ ¼
Z

f log
f
M

dv ð2:9Þ

decays exponentially along the solution, see [8] for example. In fact one easily derives,

� d
dt

Hðf jMÞ ¼ Iðf jMÞ :¼
Z

f rv log
f
M

				 				2dv :

With the well known Stam–Gross logarithmic Sobolev inequality [34,20]

Hðf jMÞ 6 1
2

Iðf jMÞ;

the exponential decay is obtained,

Hðf jMÞ 6 e�2tHðf IjMÞ:
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Now our first order scheme reads,

f nþ1 � f n

Dt
þ v � rxf n ¼ 1

�
Qðf nÞ � bPnf n þ bPnþ1f nþ1
� �

ð2:10Þ

with Pn ¼ PMn

FP the FP operator.
First Mn+1 can be obtained explicitly thanks to the fact that the right side of (2.10) preserves density, momentum and en-

ergy. Multiply both sides of (2.10) by / ¼ 1; v; jv j
2

2 and integrate over v, one obtainsZ
/

f nþ1 � f n

Dt
þ v � rxf n

� �
dv ¼ 0:

So the moments at tn+1 can be derived explicitly by,

ðq;qu; EÞnþ1 ¼
Z

/ðf n � Dtv � rxf nÞdv ð2:11Þ

and Mn+1 is defined by (1.6). Then one can solve fn+1

f nþ1 ¼ 1� Dtb
�

Pnþ1
� ��1

f n � Dtv � rxf n þ Dt
�
ðQðf nÞ � bPnf nÞ

� �
ð2:12Þ

Section 3.2 describes a detailed algorithm to compute the inverse of 1� Dtb
� Pnþ1

� �
.

2.3. The choice of the penalization weight b

Roughly speaking, the value of b determines how much the stiffness in the nFPL operator Q(f) is removed. (2.8) gives a
lower bound of b for stability. However the equal sign does not give a satisfactory choice of b. One reason is there is always
numerical error in the computation of matrix DA(f). The choice of b on borderline is of high risk. In numerical simulation we
take b as

b ¼ b0 max
v

kðDAðf ÞÞ; ð2:13Þ

where b0 >
1
2 is a constant.

To find a suitable b0, we reconsider the toy model studied by Filbet and Jin [16],

@tf ¼ �
1
�

f : ð2:14Þ

Apply the first order penalization,

f nþ1 � f n

Dt
¼ �1

�
ðf n � mf n þ mf nþ1Þ: ð2:15Þ

Then one obtains

f nþ1 ¼ �þ ðm� 1ÞDt
�þ mDt

f n:

A simple analysis shows that the scheme (2.15) is stable uniformly in � if m P 1
2, analogous to the stability condition b0 P 1

2 in
(2.13). (2.15) with m ¼ 1

2 gives a second order discretization in time for (2.14). However m = 1 seems to be a better choice. m = 1
gives a first order discretization in time, but it gives the fastest decay to equilibrium. Besides, the nonnegativity is guaranteed
as long as m P 1. The nonnegativity is a natural requirement since f is the density distribution. The fast decay is important for
the AP purpose, when the initial data is not close to the local equilibrium.

For the same reasons, we also take b0 = 1 in (2.13), which is the same as the conclusion we derived in Remark 2.3.
Similarly the second order scheme

f ��f n

Dt=2 ¼ � 1
� ðf n � mf n þ mf �Þ;

f nþ1�f n

Dt ¼ � 1
� ðf � � mf � þ mðf n þ f nþ1Þ=2Þ;

(

gives

f nþ1 ¼
�2 þ �Dtðm� 1Þ þ 1

4 Dt2ðm2 � 4mþ 2Þ
ð�þ Dtm=2Þ2

f n:

Again the scheme is stable if m P 1
2. To guarantee the nonnegativity, one needs

m� 1 P 0; and m2 � 4mþ 2 P 0:

Hence m P 2þ
ffiffiffi
2
p� �

is a sufficient condition. And m ¼ 2þ
ffiffiffi
2
p� �

gives the fastest decay when Dt	 �.
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Therefore the b0 is chosen to be 2þ
ffiffiffi
2
p

in (1.14) for the second order scheme (1.13).

2.4. Other penalizations

Another candidate of the penalization operator is the classical diffusion operator

PDðf Þ ¼ r2
vðf �MÞ: ð2:16Þ

One can check that this operator satisfies the requirements (C1)–(C3). Besides, (C4) is also satisfied, since for the homog-
enous equation

@

@t
f ¼ r2

vðf �MÞ;

one has the inequality

1
2
@

@t

Z
ðf �MÞ2dv ¼ �

Z
rvðf �MÞj j2dv 6 0:

However this classical diffusion operator PD(f) is not qualified as penalization. Numerical simulations in Section 4.5 shows
that the penalization scheme (2.10) with P(f) = PD(f) is not AP in long time. In fact, As shown in Sections 4.5.2 and 4.5.3, this
penalization cannot stabilize the scheme (2.10) at all.

Here we give a heuristic explanation [18]. The rigorous analysis is out of the scope of this paper.
Let us consider the homogeneous equation

@f
@t
¼ Cðf Þ:

We briefly summarize the trend to equilibrium for the solutions with respect to different operator Cðf Þ.


 Cðf Þ ¼ Qðf Þ is the nFPL operator. It has been proved that, for the hard potential (W(z) = jzjc+2, with c P 0) and the mollified
soft potential (W is smooth and behaves at infinity like jzjc+2,�3 < c < 0), the relative entropy (2.9) decays exponentially
[13,36]. For the Coulomb case (c = �3), a rigorous proof of this exponential decay is not available yet. In a recent work
[35], Strain and Guo proved f approaches M in a rate of e�kt2=3 when f is close to M. We perform some experiments in
Section 4.5.1, which numerically verifies that the relative entropy decays exponentially.

 Cðf Þ ¼ PFPðf Þ is the linear FP operator. As mentioned before, the relative entropy decays exponentially along solution.

 Cðf Þ ¼ PDðf Þ is the classical diffusion equation. The solution does not enjoy the entropy decaying property. When consid-

ering the distance kf �Mk1, the solution f converges to the equilibrium M with a polynomial rate Oðt�Nv=2Þ

The numerical verifications of these rates are done in Section 4.5.1. The weak decay to equilibrium for classical diffusion
operator seems to be the source of unsuitability as the penalization.

From now on, we will always take P(f) to be the FP operator (1.9), except otherwise specified.

3. A full discretization of the nFPL equation

We now describe the detailed algorithm for the first order scheme (1.10). The algorithm for the second order scheme
(1.13) is similar.

Suppose the numerical solution fn at time tn is given, then.

Step 1 Apply a first order upwind scheme or second order TVD scheme on the transport operator to compute new moments
via (2.11) by a quadrature rule, say the trapezoidal rule, then the new Maxwellian Mn+1 is obtained at each x and Pn+1

can be defined.
Step 2 At each x, compute the nFPL operator Q(fn) and the coefficient matrix DAfn defined by (1.12). Then the penalization

weight b = b(x) is determined by (1.11).
Step 3 Discretize the linear FP operator Pn and Pn+1. One arrives at a linear system in the v direction for each x.
Step 4 Solve the resulting linear system to obtain fn+1 in (2.12) at each x.

It is very important that one computes Mn+1 before Q(fn) and Pn(fn) are computed. This is equivalent to say that Q(fn) and
Pn(fn) are assumed to be conservative after numerical approximation. This conservation is not true for many efficient
schemes. The spectral scheme on nFPL operator introduced in [32] preserves the mass while conservation of momentum
and energy are ‘‘spectrally preserved’’. As for the FP operator, the discretization we are using (see Section 3.2) preserves
the mass while the errors in conservation of momentum and energy are O(Dv2). For the first order scheme (2.12), if one
computes Q(fn) and Pn(fn) first and then computes the moments of fn+1 from

f n � Dtv � rxf n þ Dt
�

Qðf nÞ � bPðf nÞð Þ;
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one would get a error of O DtDvp

�


 �
in momentum and energy. This could give totally unphysical results. For example one might

get negative temperature Tn+1 and then the new equilibrium Mn+1 is not a Gaussian at all.
In the following sections we describe how to compute Q(f) and P(f).

3.1. Computation of Q(f)

We use the fast spectral method designed by Pareschi et al. [32]. The computational cost is O(N logN), where N ¼ Nd
v is the

grid points in velocity space. The scheme preserves mass exactly, and preserves momentum and energy with the spectral
accuracy. Besides, in numerical implementation we will replace Q(f) by eQ ðf Þ ¼ Qðf Þ � QðMÞ to make sure the equilibrium
gives well balanced result eQ ðMÞ ¼ 0.

Besides, one obtains the Fourier transform of A(v) and f(v) during the implementation of this spectral method. Therefore
the matrix DA(f) can be obtained easily by a simple inverse Fourier transform.

3.2. Discretization of P(f)

The discretization of the FP operator (1.9) has been studied in many works. A popular method is initiated by Chang and
Cooper [9] and studied later by Larsen et al. [27], Buet and Cordier [15], Buet and Dellacherie [7]. However the Chang–Cooper
discretization gives a nonsymmetric matrix, which is not easy to invert. Here we introduce a new discretization based on the
symmetrized operator

ePMh ¼ 1ffiffiffiffiffi
M
p rv � Mrv

hffiffiffiffiffi
M
p
� �� �

: ð3:1Þ

Note

PMf ¼
ffiffiffiffiffi
M
p ePM fffiffiffiffiffi

M
p ð3:2Þ

and we can rewrite (2.12) as

fffiffiffiffiffi
M
p
� �nþ1

¼ 1� Dtb
�
ePnþ1

� ��1 1ffiffiffiffiffiffiffiffiffiffiffi
Mnþ1

p f n � Dtv � rxf n þ Dt
�

Qðf nÞ � b
ffiffiffiffiffiffiffi
Mn

p ePn f nffiffiffiffiffiffiffi
Mn
p

� �� �( )
ð3:3Þ

Now we give the discretization of eP in one dimension. The extension to higher dimension is similar.

ePMh
� �

j
¼ 1

ðDvÞ2
1ffiffiffiffiffiffi
Mj

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MjMjþ1

q hffiffiffiffiffi
M
p
� �

jþ1
� hffiffiffiffiffi

M
p
� �

j

 !
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MjMj�1

q hffiffiffiffiffi
M
p
� �

j

� hffiffiffiffiffi
M
p
� �

j�1

 ! !

¼ 1

ðDvÞ2
hjþ1 �

ffiffiffiffiffiffiffiffiffiffi
Mjþ1

p
þ

ffiffiffiffiffiffiffiffiffiffi
Mj�1

pffiffiffiffiffiffi
Mj

p hj þ hj�1

 !
: ð3:4Þ

Then eP is symmetric (under the normal inner product). Besides, after this discretization, we have the well balanced
property

PMM ¼
ffiffiffiffiffi
M
p ePM

ffiffiffiffiffi
M
p

¼ 0:

Therefore, if eP f=
ffiffiffiffiffi
M
p� �

¼ Oð�Þ, the inversion gives f = M + O(�). This is important for the AP property.

Remark 3.1. This discretization preserves the mass while the errors in conservation of momentum and energy are O(Dv2).
One might suggest the discretization of the FP operator based on another equivalent form,

Pf ¼ rv rv f þ v � u
T

f
� �

:

The discretized operator can indeed preserve all the moments exactly. However, this discretizaiton does not share the well-
balanced property and therefore does not meet the condition (C4). It does not give an AP scheme. Besides, it gives a nonsym-
metric matrix, which is not easy to invert.

3.3. Inversion of the linear system

We start with a lemma.

Lemma 3.2. Let us write the matrix

A ¼ I � Dtb
�
ePnþ1;

where I is an identity matrix and ePnþ1 is discretized as in (3.4). Then A is positive definite.
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Proof. Clearly A is symmetric since the discretized eP is symmetric.
For any nonzero vector h,

hT Ah ¼
X

j

h2
j �

Dtb
�

X
j

hj
ePMh
� �

j
¼
X

j

h2
j þ

Dtb

�ðDvÞ2
X

j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MjMjþ1

q hffiffiffiffiffi
M
p
� �

jþ1
� hffiffiffiffiffi

M
p
� �

j

					
					
2

:

This is always positive. h

Therefore one can apply the Conjugate Gradient (CG) method on (3.3) to obtain fffiffiffi
M
p
� �nþ1

. Then fn+1 is obtained. To start the
CG algorithm, a good initial guess is

f nþ1
0 ¼ Mnþ1:

Let f nþ1
k be the value of fn+1 after kth iteration.

Then

f nþ1
kffiffiffiffiffiffiffiffiffiffiffi
Mnþ1

p 2
ffiffiffiffiffiffiffiffiffiffiffi
Mnþ1

p
þ spanfr;Ar; . . . ;Ak�1rg;

where

r ¼ 1ffiffiffiffiffiffiffiffiffiffiffi
Mnþ1

p f n � Dtv � rxf n �Mnþ1 þ Dt
�

Qðf nÞ � b
ffiffiffiffiffiffiffi
Mn

p ePn f nffiffiffiffiffiffiffi
Mn
p

� �� �
:

Since Q(f) and P(f) preserve mass exactly, f nþ1
k shares the same mass with Mn+1, for all k P 0. As for the momentum and

energy, one might question that the vector r could introduce an error of O DtDvp

�


 �
, where p is the order of accuracy of the veloc-

ity discretization for operator eP . However our numerical experiments show that the conservations of momentum and energy
are quite satisfactory, see Table 1 in Section 4.2.3 for details.

Remark 3.3. The use of CG method in an implicit discretization of the collision operator for the Fokker–Planck–Landau
equation is not new, see for example [28] where the CG method was used when the linear operator to invert is self-adjoint,
and the CG method preserves the exact conservation of mass, momentum and energy when the operator to invert preserves
these quantities. The loss of exact conservations of momentum and energy in our method has to do with the discretization of
the penalty operator.

4. Numerical simulation

4.1. The convergence order

First we numerically check that the two schemes (1.10) and (1.13) are indeed first and second order accurate.
To avoid the influence from the boundary, we take the periodic boundary condition in x. The initial data are given by

fI = MI, with

qI ¼ 2þ sin px
3

; uI ¼ 0; TI ¼ 9þ cos px
50

ð4:1Þ

where x 2 [�1,1], v 2 [�p,p]2.

Table 1
The errors in moments when inverting the linear system (3.3).

Dv = 0.4 Dv = 0.2 Dv = 0.1

Err(1) � = 1 2.027 � 10�9 1.572 � 10�9 1.454 � 10�9

� = 10�2 2.017 � 10�9 1.565 � 10�9 1.449 � 10�9

� = 10�4 4.380 � 10�10 3.219 � 10�10 2.810 � 10�10

� = 10�6 3.654 � 10�11 1.941 � 10�11 1.145 � 10�11

Err(v) � = 1 1.502 � 10�7 3.820 � 10�8 9.601 � 10�9

� = 10�2 6.218 � 10�6 1.529 � 10�6 3.796 � 10�7

� = 10�4 1.135 � 10�6 2.821 � 10�7 7.020 � 10�8

� = 10�6 1.229 � 10�6 3.114 � 10�7 7.821 � 10�8

Err(jvj2) � = 1 8.346 � 10�8 6.226 � 10�8 5.691 � 10�8

� = 10�2 2.691 � 10�7 1.118 � 10�7 7.584 � 10�8

� = 10�4 1.690 � 10�6 4.471 � 10�7 1.760 � 10�7

� = 10�6 1.749 � 10�6 4.602 � 10�7 1.797 � 10�7
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The spectral scheme described in [32] allows us to compute the nFPL operator (1.2) efficiently. Numerical experiments
shows that Nv = 32 can give satisfactory results.

We compute the solutions with the number of grid points Nx = 32, 64, 128, 256, 512, 1024 respectively. The time step is
given by Dt = Dx/8. After time tmax = 0.125 we check the following error

eDx ¼ max
t2ð0;tmaxÞ

kfDxðtÞ � f2DxðtÞkp

kf Ikp
ð4:2Þ

This can be considered as an estimation of the relative error in Lp norm, where fh is the numerical solution computed from a
grid of size Dx ¼ xmax�xmin

Nx
. The numerical scheme is said to be kth order if eDx 6 CDxk, for Dx small enough.

For (1.10) the first order upwind scheme is applied to the transport operator. As for (1.13), the transport operator is solved
by a second order TVD scheme using the van Leer slope limiter (see [29] for details).

Fig. 1 gives the convergence order in L1 norm, showing that the two schemes are first order and second order in x, respec-
tively (hence in time) uniformly in �, as expected.
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(a) First order
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Fig. 1. The l1 errors (4.2) of the first order scheme (1.10) (left) and the second order scheme (1.13) (right) with different Knudsen number �.
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Fig. 2. The time evolution of kf �Mk1 for different � with equilibrium initial data. The solutions are computed by the first order scheme. The mesh sizes are
the same. v 2 [�6,6]2, Nv = 64, x 2 [�1,1], Nx = 100, Dt = Dx/vmax.
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4.2. The AP property

4.2.1. The AP property for equilibrium initial data
We first demonstrate that the distribution f would stay close to the equilibrium M, if initially it does. We apply the first

order schemes (1.10) and (1.12) on the equilibrium initial data fI = MI, with the macroscopic variables given by

qI ¼ 2þ sin px
3

; uI ¼ 0; TI ¼ 3þ cos px
4

ð4:3Þ

where x 2 [�1,1], v 2 [�6,6]2.
For different �, we show the time evolution of

kf �Mk1 ¼
Z Z

jf �Mjdxdv

(approximated by the trapezoidal rule). The results are shown in Fig. 2. As expected, fn �Mn = O(�) for all n P 1.
The second order IMEX scheme (1.13) gives similar results.
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(a) First order scheme.
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(b) Second order scheme.

Fig. 3. The time evolution of kf �Mk1 for different � with non-equilibrium initial data. The solutions are computed by the first order scheme (a) and second
order scheme (b), respectively. v 2 [�6,6]2, Nv = 64, x 2 [�1,1], Nx = 100, Dt = Dx/vmax.
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4.2.2. The weakened AP property for non-equilibrium initial data
Next we start with the ‘‘double peak’’ non-equilibrium initial data

f I ¼ qI

2pTI �
1
2

exp �ðv � uIÞ2

2TI

 !
þ exp �ðv þ uIÞ2

2TI

 ! !
; ð4:4Þ

where

qI ¼ 2þ sin px
3

; uI ¼ ð0:2;0Þ; TI ¼ 3þ cospx
4

: ð4:5Þ

The time evolutions of kf �Mk1 for different � are shown in Fig. 3, with first order (circle) and second order (solid line)
schemes. We have numerically shown that, for general initial data, the scheme is ‘‘weak’’ AP after transient steps, namely,
fn �Mn = O(�) for n sufficiently large. This is the weakened AP property. This behavior is similar to that in [16], where the
classical Boltzmann equation is penalized by the BGK operator. Fig. 3 shows that the two schemes, with b0 = 1 and
b0 ¼ 2þ

ffiffiffi
2
p� �

, need almost the same transient steps.

4.2.3. The conservation of moments in solving the linear system (3.3)
Next we show the CG method can preserve the moments well.
We use the ‘‘double-peak’’ non-equilibrium initial condition (4.4) with the macroscopic variables (4.5), where x 2 [�1,1],

v 2 [�6,6]2. We take Nx = 100, while Nv = 32, 64, 128, respectively. Correspondingly Dv ¼ vmax�vmin
Nv

� 0:4; 0:2;0:1.
We use the first order scheme (1.10) with (1.11) for one step and compute the l1 error in moments

Errð/Þ ¼
X

x

X
v
ðf 1 �M1Þ/
� �					

					Dv2Dx;

where / = 1, v, jvj2, M1 is computed from (2.11) while f1 is obtained by solving (3.3) with a CG scheme.
The results are shown in Table 1. The moments are preserved very well when the CG scheme is applied to solve the linear

system. The errors in moments are uniformly small in �. Besides, the conservations get improved on a finer grid in v.

4.3. The Riemann problem

Now we simulate the Sod shock tube problem, where the initial condition is fI = MI with

ðq;u1; TÞ ¼ ð1;0;1Þ; if � 0:5 6 x < 0;
ðq;u1; TÞ ¼ ð1=8;0;1=4Þ; if 0 6 x 6 0:5:

�
ð4:6Þ

The Neumann boundary condition in the x-direction is applied.
In this test we take x 2 [0,1], v 2 [�6,6]2, � = 0.001. Numerical experiments show that Nv = 32 is enough for our simula-

tion. We choose Nx = 100 and Dt ¼ Dx
vmax
� 5� 10�3. We compare this under-resolved solution to a fully resolved solution by
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Fig. 4. The comparison of density, velocity, temperature and heat flux at t = 0.2 between the resolved computation by the explicit second order Runger–
Kutta scheme (solid line) and the under-resolved solutions by the second order IMEX type AP scheme (dots).
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the explicit second order Runger–Kutta scheme, where we take Nx = 2000 and Dt ¼ min Dx
vmax

; �Dv2
n o

� 10�5. We compute
the macroscopic variable q, u1, T and q, where the heat flux q is given by

qðt; xÞ ¼ 1
�

Z
RNv
ðv1 � u1Þjv � uj2f ðt; x;vÞdv:

The results are compared at tmax = 0.2 and shown in Fig. 4. One can see the macroscopic quantities are well approximated
although the mesh size and time steps are much bigger than �, thus the computational cost has been reduced significantly
than a fully resolved computation.

4.4. Mixing regimes

Now we consider the case where the Knudsen number � increases smoothly from �0 to O(1), then jumps back to �0,

�ðxÞ ¼ �0 þ 1
2 tanhð5� 10xÞ þ tanhð5þ 10xÞð Þ; x 6 0:3;

�0; x > 0:3

(
with �0 = 0.001. The picture of � is shown in Fig. 5. This problem involves mixed kinetic and fluid regimes.

To avoid the influence from the boundary, we take periodic boundary condition in x. The initial data are given by fI = MI,
with the macroscopic quantities given by (4.3). Again we take x 2 [�1,1], v 2 [�6,6]2.

In this test we compare the macroscopic variable obtained by our new second order scheme (1.13) and the explicit

Runger–Kutta scheme. For the explicit Runger–Kutta scheme, we take Nx ¼ 1000; Dt ¼min Dx
vmax

; �0
Dv2

n o
� 10�5. For our

scheme (1.13), we take Nx ¼ 100; Dt ¼ Dx
vmax
¼ 5� 10�3. The results are compared up to tmax = 0.2 in Fig. 6. Our scheme can

capture the macroscopic behavior efficiently, with much larger mesh size and time steps.

4.5. The comparison on different penalization operators

This section is devoted to the comparison of the two different penalizing operators (1.9) and (2.16). We will show
numerically that the classical diffusion operator (2.16) is not suitable to be the penalization.

4.5.1. Trend to the equilibrium
First we show the convergence rate to equilibrium mentioned in Section 2.4. We start with the homogeneous equation

@

@t
f ¼ bQðf Þ

with Q(f) the nFPL operator, FP operator and classical diffusion operator, respectively. Here b = 1 for nFPL operator, and b given by

b ¼max
v

kðDAðMÞÞ

for the FP and diffusion operators. We solve this equation by a second order midpoint scheme, with Dt constrained by the
CFL condition Dt � Dv2.

The double peak shape initial data are used

f I ¼ q
2pT

1
2

exp �ðv � uÞ2

2T

 !
þ exp �ðv þ uÞ2

2T

 ! !
with q = 1, u = (1,0), T = 0.2. We take vmax = 16, Nv = 128.
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Fig. 5. An x-dependent �(x).
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As we mentioned in Section 2.4, the relative entropy decays exponentially for the FP operator and nFPL operator along the
solutions. We show the relative entropy H(fjM) in Fig. 7. The solution corresponding to FP operator has an exponential decay
to the equilibrium. The solution with nFPL operator approaches equilibrium with a lower, but still exponential rate. The solu-
tion of classical diffusion gets to equilibrium with a polynomial rate (t�1). It loses the control over the solution of nFPL as
time evolves, even a large b is used.

4.5.2. Penalization on the homogeneous equation
Next we check the behavior of numerical solutions when the two operators, FP and classical diffusion, are used as

penalization.
We still work on the (rescaled) homogeneous equation and apply the first order scheme,

f nþ1 � f n

Dt
¼ 1
�

Qðf nÞ � bPðf nÞ þ bPðf nþ1Þ

 �

; ð4:7Þ
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Fig. 6. For mixing regime, the comparison between the resolved solutions (solid line) given by the explicit Runger–Kutta scheme and the solutions (dots)
obtained by our new scheme (1.10) with coarse grid and large time step.
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Fig. 7. The trend to equilibrium for the homogeneous equation with different operators. The evolution of relative entropy Hðf jMÞ ¼
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M dv is plotted.
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where Q(f) is the nFPL operator and P(f) is either the FP or the classical diffusion operator, and we take

b ¼ b0 max
v

k
Z

Aðv � v�Þf�dv�
� �

:

The equilibrium initial data fI = MI is used, with v 2 [�6,6]2, Nv = 64, and q = 1, u = 0, T = 0.8. We take � = 10�6 and
Dt = 0.01.

For P(f) to be the FP operator, we take b0 = 1. For P(f) to be the classical diffusion operator, we take b0 = 2, 4, 6. We compute
the time evolution of kf � ftruek1. Note that the true solution is just the steady state ftrue = M for all the time. The results are
shown in Fig. 8. The solution derived when penalized by FP stays at equilibrium f = M, while the solution penalized by the
classical diffusion deviates from the equilibrium very soon, whatever the choice of b.

This gives a direct numerical evidence that the classical diffusion cannot be used as penalization for the nFPL operator.

4.5.3. Nonhomogeneous case
Finally we move to the fully nonhomogeneous equation. We have numerically checked the AP property in Section 4.2,

when the FP operator is used as penalization. Here we show the IMEX schemes (1.10) and (1.13) are not AP if penalized
by the classical diffusion.

0 2 4 6 8 10 12 14 16 18 20
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time
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diffusion, β0 = 6

FP,β0 = 1

Fig. 8. The time evolution of the error kf � ftruek1 when the homogeneous nFPL equation is penalized by the classical diffusion with different b0 and the FP
operator. � = 10�6.
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Fig. 9. The time evolution of kf �Mk1 when the non-homogenous nFPL equation is penalized by the classical diffusion with different b0 and FP operator.
� = 10�6.
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The equilibrium initial data fI = MI is considered, with the macroscopic quantities given by (4.3). We take x 2 [�1,1],
Nx = 100, v 2 [�6,6]2, Nv = 64, Dt = Dx/vmax.

We take P(f) in (1.10) to be the classical diffusion operator. We compare the results with the one obtained when penalized
by the FP operator. The comparison is shown in Fig. 9. We give the time evolution of kf �Mk1 for the scheme with the FP
(b0 = 1 in solid lines) and with the classical diffusion with different b0. The simulation shows, if the classical diffusion oper-
ator is used as penalization, f would get away from M even if initially they are close. A larger b can decelerate this departing.
But after long time we always get f �M � O(1). Therefore the scheme is not AP anymore.

5. Conclusion

A penalization based asymptotic-preserving scheme for the nonlinear Fokker–Planck–Landau (nFPL) equation has been
introduced in this article. The basic idea comes from the BGK-penalization for the classical Boltzmann equation studied
by Filbet and Jin [16]. However the diffusive nature of nFPL operator makes the BGK operator not suitable as the penalization
term. We use the (linear) Fokker–Planck (FP) operator as the penalization instead. The FP operator possesses the good prop-
erties of collision operator, such as the conservation of moments and entropy dissipation. Besides, the FP operator, which
also contains a diffusive term, can overcome the stiffness in the nFPL operator. To solve the linear system involving FP oper-
ator implicitly, we introduce a central discretization and derive a symmetric matrix, therefore a Conjugate Gradient scheme
can be applied easily. Several numerical experiments are also carried out to verify the performance of the new scheme for
different regimes and its AP property.

The case of particles interacting through Coulomb potential is studied. However the scheme can apply to other cases (e.g.
the Maxwell potential) without any difficulties.

The boundary conditions are beyond the scope of this paper. There are very few studies on AP schemes in this direction
except [23,24]. It is an important subject for future research.

We numerically verified our scheme is AP beyond the initial transient layer. However the theoretical analysis for our
scheme is still lacking and is a subject of future research.
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Appendix A. Proof of Theorem 2.1

We take ru as a column vector. Its transpose is written as (ru)T.
Multiply (2.2) by un+1 on both sides, then integrate over x. For the left side, we use unþ1 ¼ 1

2 ðunþ1 þ unÞ þ ðunþ1 � unÞ

 �

. For
the right side, we apply the integration by parts. Then

kunþ1k2
2 � kunk2

2

2Dt
þ ku

nþ1 � unk2
2

2Dt
¼ 1
�

Z
ðrunþ1ÞTðbI � Aðun; xÞÞrun
h i

dx� b
�

Z
runþ1 � runþ1� 

dx; ð5:1Þ

where I is N � N identity matrix and k�k2 is the regular L2 norm.
While for a symmetric matrix P, we have the following inequality holds,

xT Py 6
1
2

kðxT xþ yT yÞ

with k the spectral radius of P. One can easily show this by first diagonalizing P and then applying the Cauchy–Schwarz
inequality.

Then

ðrunþ1ÞTðbI � Aðun; xÞÞrun
6

1
2

max jb� kðAÞj jrunþ1j2 þ jrunj2
� �

6
1
2

b jrunþ1j2 þ jrunj2
� �

:

The last inequality follows from the condition (2.3).
Hence

kunþ1k2
2 � kunk2

2

Dt
þ ku

nþ1 � unk2
2

Dt
6

b
�

Z
jrunj2 þ jrunþ1j2
� �

dx� 2b
�

Z
jrunþ1j2dx ¼ � b

�

Z
jrunþ1j2 � jrunj2
� �

dx:

Therefore, the total energy of u by

EðuÞ ¼
Z

u2 þ Dt
b
�
jruj2

� �
dx; ð5:2Þ

satisfies the energy dissipation

Eðunþ1Þ � EðunÞ 6 �kunþ1 � unk2
2 6 0:7: �
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